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Preface 

For deliverable 2.4, work package 2 further elaborated the theoretical models proposed and 

empirically investigated these models to develop and test design guidelines for blended learning. In 

this deliverable we focus on the use of cues for reflection, cues for calibration, interaction, and open-

ended tasks. Four empirical studies were administered to examine the link between learning and 

instruction. Below you can find a short summary of the four studies, followed by each of them.  

The Effect of Cues for Reflection on Learners’ Self-Regulated Learning through Changes in Learners’ 

Learning Behaviour and Outcomes 

Stijn Van Laer, Lai Jiang, & Jan Elen (KU Leuven, Centre for Instructional Psychology and Technology) 

Literature on blended learning emphasizes the importance of self-regulation for learning in blended learning 

environments and the role of learners’ self-reflection for self-regulated learning. Despite this, evidence is 

inconclusive about what effect support for reflection actually has on learners’ self-regulated learning. Little 

insight has been provided into why previous findings are inconclusive, or how to overcome this. Our study 

investigates whether cues for reflection that are designed in line with current literature affect learners’ self-

regulated learning. We investigate this effect by examining changes in learners’ learning behaviour and 

outcomes. A pre-post and control-experimental design was applied in a blended learning environment in which 

learners in the experimental condition received cues for reflection, while learners in the control group did not. 

Learners’ behaviour was analysed using event sequence analysis and learners’ learning outcomes using mixed 

ANOVA. The results show that although no significant differences were observed in cue-for-reflection use 

between conditions, learners in the experimental condition used significantly more sequences related to self-

testing and monitoring others. As regards learners’ learning outcomes, we observed a significant increase in 

unfavourable motivational outcomes. This paper discusses these unexpected results in terms of their theoretical 

and practical implications and provides recommendations for future research. We conclude that if cues for 

reflection are designed in line with current literature, self-reflection is evoked, and affects self-regulated learning. 

However, for this self-regulated learning to be effective, learners need to be guided towards the strategies 

required to meet instructional expectations successfully. Further investigations of this hypothesis could allow us 

to progress towards less inconclusive results on the effect of cues for reflection. 

Van Laer, S., Jiang, L., & Elen, J. (2018) The Effect of Cues for Reflection on Learners’ Self-Regulated Learning 

through Changes in Learners’ Learning Behaviour and Outcomes. The Internet and Higher Education, under 

review. 

 

The Effect of Cues for Calibration on Learners’ Self-Regulated Learning through Changes in Learners’ 

Learning Behaviour and Outcomes 

Stijn Van Laer & Jan Elen (KU Leuven, Centre for Instructional Psychology and Technology) 

Literature on blended learning emphasizes the importance of self-regulation for learning in blended learning 

environments and the role of learners’ calibration. Although literature on calibration is clear on its importance 

for self-regulated learning, it provides inconclusive insight in the effect of support for calibration on learners’ 

self-regulated learning. One under-investigated avenue might be learners’ ability to enact on the cues provided. 

In order to establish a more accurate picture of the effect of support for calibration on self-regulated learning, 

our study investigates whether providing cues for calibration affect learners’ self-regulated learning, and 

whether this effect is different for learners with different metacognitive abilities. We investigate this effect by 

examining changes in learners’ learning behaviour and outcomes. A pre-post design with one control and two 

experimental conditions was applied in a blended learning environment. Learners in the experimental conditions 

received either functional validity feedback (F-condition) or functional and cognitive validity feedback (FC-

condition). Learners in the control condition did not receive any cues. Learners’ behaviour was analysed using 

event sequence analysis. Learners’ post-test learning scores were subjected to multivariate analysis of 



 

 

covariance, with condition and learners’ metacognitive ability as independent variables. The results show a 

significant and unexpected impact of condition and learners’ metacognitive abilities on learners’ learning 

behaviour and outcomes. This manuscript discusses the unexpected results in terms of their theoretical and 

practical implications and provides recommendations for future research. We conclude that when cues for 

calibration are provided through functional and cognitive validity feedback, learners’ calibration capabilities will 

increase. Yet for this to result in goal-directed self-regulated learning, learners’ need to be supported on how to 

apply the cognitive and metacognitive strategies needed. 

Van Laer, S., & Elen, J. (2018) The Effect of Cues for Calibration on Learners’ Self-Regulated Learning through 

Changes in Learners’ Learning Behaviour and Outcomes. Computers and Education, under review. 

 

How can teachers support student interaction during computer-supported collaborative learning? 

An exploratory case study in a higher education setting for hands-on learners 

Ruth Boelens & Bram De Wever (University of Ghent, Department of Educational Studies) 

This study focused on how teacher support might influence students’ interactions during collaboration. As little 

research on computer-supported collaborative learning (CSCL) is conducted in contexts that include students 

with a background in vocational or technical secondary education, an exploratory case study was carried out with 

1 teacher and 10 students with prior craft knowledge aiming to become vocational teachers. The purpose was 

to make visible, with empirical examples, how teacher support might contribute to more productive student 

interaction during CSCL. General understanding on the quality of student interaction during collaboration was 

obtained through qualitative content analysis, while a detailed interpretative analysis of the dialogues between 

the teacher and the groups made it possible to trace different interaction patterns. The results suggest that it 

was hard for both students and the teacher to empower productive interactions. Two interaction patterns 

showed to be effective: the pattern in which the teacher takes the role of the devil’s advocate, and the pattern 

in which the teacher provides gradual assistance. The latter finding suggests that not only the type of questions, 

but also the order of the questions asked by the teacher, is important. 

Boelens, R., & De Wever, B. (under review). How can teachers support student interaction during computer-

supported collaborative learning? An exploratory case study in a higher education setting for hands-on learners. 

British Journal of Educational Technology. 

 

Conjecture mapping to support hands-on adult learners in open-ended tasks 

This case reports on a teacher education course that aimed to support vocationally educated adults, referred to 

as hands-on learners, to accomplish open-ended tasks. Conjecture mapping was used to identify the most salient 

design features, and to test if, how, and why these course features supported learners. Inspired by ethnographic 

approaches, sustained engagement and multiple data sources were used to explain the effects of the course 

design on participants’ behavior and perceptions: student and teacher interviews, observations, and artifacts. 

The results reveal that almost all of the proposed design features stimulated the participants toward the 

intended enactment processes, which in turn yielded the intended learning outcomes. For instance, worked 

examples (i.e., design feature) not only engendered the production of artifacts that meet high standards (i.e., 

enactment process) because they clarify the task requirements, but also fostered a safe structure (i.e., enactment 

process) by providing an overall picture of the task. The conjecture map resulting from this study provides a 

theoretical frame to describe, explain, and predict how specific course design features support hands-on adult 

learners in open-ended tasks, and assists those who aim to implement open-ended tasks in similar contexts. 

Boelens, R., McKenney, S., & De Wever, B. (under review). Conjecture mapping to support hands-on adult 

learners in open-ended tasks. Journal of the Learning Sciences. 
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The Effect of Cues for Reflection on Learners’ Self-Regulated 

Learning through Changes in Learners’ Learning Behaviour and 

Outcomes 

Abstract 

Literature on blended learning emphasizes the importance of self-regulation for learning in blended 

learning environments and the role of learners’ self-reflection for self-regulated learning. Despite this, 

evidence is inconclusive about what effect support for reflection actually has on learners’ self-

regulated learning. Little insight has been provided into why previous findings are inconclusive, or how 

to overcome this. Our study investigates whether cues for reflection that are designed in line with 

current literature affect learners’ self-regulated learning. We investigate this effect by examining 

changes in learners’ learning behaviour and outcomes. A pre-post and control-experimental design 

was applied in a blended learning environment in which learners in the experimental condition 

received cues for reflection, while learners in the control group did not. Learners’ behaviour was 

analysed using event sequence analysis and learners’ learning outcomes using mixed ANOVA. The 

results show that although no significant differences were observed in cue-for-reflection use between 

conditions, learners in the experimental condition used significantly more sequences related to self-

testing and monitoring others. As regards learners’ learning outcomes, we observed a significant 

increase in unfavourable motivational outcomes. This paper discusses these unexpected results in 

terms of their theoretical and practical implications and provides recommendations for future 

research. We conclude that if cues for reflection are designed in line with current literature, self-

reflection is evoked, and affects self-regulated learning. However, for this self-regulated learning to be 

effective, learners need to be guided towards the strategies required to meet instructional 

expectations successfully. Further investigations of this hypothesis could allow us to progress towards 

less inconclusive results on the effect of cues for reflection.   

Keywords: cues for reflection; self-regulated learning; learning outcomes; learning behaviour; 

computer log files 

Highlights: 

 Cues for reflection evoked changes in learners’ self-regulated learning 

 Performance avoidance outcomes and behaviour increased 

 Cues were used similarly by learners with different characteristics 

 Tailoring cues to current guidelines alone seems insufficient to improve learning 

 Cues for reflection need to be accompanied by cues for strategy use 
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1. Introduction 

The current literature on technology-enhanced learning emphasizes the importance of self-regulation 

in blended learning (e.g., Boekaerts, 1999; Greene & Azevedo, 2007; Vohs & Baumeister, 2016) and 

the role of learners’ self-reflection in self-regulated learning (e.g., Lin, Coburn, & Eisenberg, 2016; 

Pajares & Schunk, 2001) based on the belief that learners in blended learning environments need to 

be able to deal with varying degrees of autonomy and to judge and adapt their learning to the learning 

outcomes imposed on them. Although instructional interventions fostering self-regulated learning 

have been investigated widely in different educational settings (e.g., Arrastia-Chisholm, Torres, & 

Tackett, 2017; Bannert, Sonnenberg, Mengelkamp, & Pieger, 2015), evidence remains inconclusive 

regarding what effect support for reflection actually has on learners’ self-regulated learning (Roessger, 

2014). Results indicate positive effects (e.g., Bannert, 2006), no effects (e.g., van den Boom, Paas, & 

van Merriënboer, 2007) and negative effects (e.g., Furberg, 2009). The literature described above 

provides little insight into why the findings are inconclusive, or how to overcome this. In order to 

establish a more accurate picture of the effect of support for reflection on self-regulated learning, this 

study aims to enrich current insights by investigating whether cues for reflection that are designed in 

line with the literature on designing such cues to foster self-regulated learning do actually affect self-

regulated learning – and through self-reflection – in a blended learning environment. We 

operationalize self-regulated learning as changes in learners’ learning behaviour and outcomes. 

Investigating learning behaviour and outcomes provides insights not only into learners’ self-regulated 

learning, but also into the nature of cues’ effects (Gašević, Dawson, & Siemens, 2015). In the next part 

of the introduction we elaborate on blended learning and the conceptualization of self-regulated 

learning and present a theoretical basis for designing reflection cues intended to evoke self-regulated 

learning. In the final part of the introduction we focus on the significance of relationships between 

self-regulated learning, learning behaviour and outcomes for investigating changes in self-regulated 

learning. 

1.1. Blended learning  

Blended learning is a popular concept. A common aspect in many definitions of blended learning is 

that it combines online and face-to-face learning. Hence, it is assumed that blended learning 

environments combine the advantages of both modes of delivery (Graham, Henrie, & Gibbons, 2014; 

McCutcheon, Lohan, Traynor, & Martin, 2015). In line with this, blended learning is defined as learning 

in an instructional context which is characterized by a deliberate combination of online and classroom-

based interventions to instigate and support learning (Boelens, Van Laer, De Wever, & Elen, 2015). 

Blended learning as a notion is widely used in higher and adult education (Allen, Seaman, & Garrett, 

2007); K-12 education (Picciano, Seaman, Shea, & Swan, 2012); and corporate training (Bonk, 2017; 

Spring & Graham, 2017). Over the years, blended learning has been the focus of many research studies 

(Drysdale, Graham, Spring, & Halverson, 2013). The majority of studies on blended learning have 

focused either on comparing blended and face-to-face learning (Halverson, Graham, Spring, Drysdale, 

& Henrie, 2014) or on the characteristics learners need to thrive in such environments (Deschacht & 

Goeman, 2015). With regard to the latter, research for example has identified that learners with high 

amounts of verbal ability and self-efficacy (Lynch & Dembo, 2004) and learners with high self-

regulatory capabilities (e.g., Kizilcec, Perez-Sanagustin, & Maldonado, 2017; Kuo, Walker, Schroder, & 

Belland, 2014) often perform better in blended learning environments compared to learners who lack 

these capabilities. Despite the importance of these types of research, hardly any research propels the 

quest for empirical evidence to support the design of such environments in which less ‘capable’ 

learners can also find success (Van Laer & Elen, 2018). 
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1.2. Self-regulated learning 

 

Blended learning, like any learning, is an activity performed by learners rather than something 

happening to them as result of instruction (e.g., Bandura, 1989; Oliver & Trigwell, 2005) and so can be 

seen as a self-regulated process in which learners’ regulate their behaviour according to the 

instructional demands (Zimmerman & Schunk, 2001). This is evidenced by a substantial body of 

literature showing that scores on performance-related variables are strongly positively correlated and 

have causal relations with scores on self-regulated-learning-related variables (e.g., Daniela, 2015; Lin 

et al., 2016). Over the past three decades, various self-regulated learning theories have been proposed 

(see: Puustinen & Pulkkinen, 2001). Each of these theories describes a similar cyclic process of self-

regulatory phases, often consisting of (a) a forethought, (b) an enacting, and (c) an evaluation phase. 

In relation to this, the metacognitive processes occurring in each of these phases cannot be directly 

observed as they manifest in cognitive behaviours (i.e., learners’ learning behaviour) and behavioural 

consequences (i.e., learners’ learning outcomes) (Veenman & Alexander, 2011). For instance, when a 

learner recalculates the outcome of a mathematical equation, it is assumed that a monitoring or 

evaluation process must have preceded this overt cognitive activity of recalculation. Finally with regard 

to variables influencing learners’ self-regulated learning, recent theories regard self-regulated learning 

as a concept superordinate to metacognition, influencing learners’ cognitive, motivational and 

metacognitive characteristics and so future self-regulated learning (Veenman, Van Hout-Wolters, & 

Afflerbach, 2006). Each of the models also sees the influence of the instructional context as key 

influence to the development of self-regulated learning (Zimmerman, 2013). Taking both the influence 

of variables internal and external to the learner into account, self-regulated learning can be seen as 

dynamic in nature over time. Because of this nature and the inferential characteristics of self-regulated 

learning continues measurements and inferences based on learners’ learning behaviour and outcomes 

are needed to capture learners’ self-regulated learning.  

1.3. Self-reflection and self-regulated learning 

Borkowski, Carr, Rellinger, and Pressley (1990) define learners’ self-reflection as a strategy or skill that 

operates on other strategies. For example, when learners recognize that a particular cognitive strategy 

(e.g., making a concept map) not seems to lead to retention, they might or might not switch to another 

strategy (e.g., self-questioning). By reflecting on their own learning, learners become aware of their 

learning processes and possible alternative strategies. This example illustrates that self-regulated 

learning includes a self-reflective phase in which performance measured in terms of internal or 

external feedback is evaluated (Winters, Greene, & Costich, 2008). Ample indications show self-

reflection’s role in self-regulated learning by the creation of the perception of choice and awareness 

of the need for alternatives, which are both critical elements for self-regulated learning (e.g., Järvelä, 

Järvenoja, Malmberg, Isohätälä, & Sobocinski, 2016; Nicol & Macfarlane‐Dick, 2006).  

1.4. Supporting self-reflection for self-regulated learning 

Based on the relationship between self-reflection and self-regulated learning and in accordance with 

Butler (1998) and Winters et al. (2008) we assume that cues for reflection used to provoke learners’ 

reflections are well suited to evoke learners’ self-regulated learning. Additionally, there is no 

theoretical reason why self-regulated learning would not be at stake in blended learning environments, 

on the contrary (e.g., Lehmann, Hähnlein, & Ifenthaler, 2014; Lord, Chen, Cheng, Tai, & Pan, 2017). 

Nonetheless, empirical studies seem not to be able to demonstrate conclusive results when it comes 

to the effect of cues for reflection on learners’ reflection and so learners’ self-regulated learning. In 

their extensive reviews, Roessger (2014) and Kori, Pedaste, Leijen, and Mäeots (2014) reported 
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inconclusive results and provided no conclusions on what kind of cues under what configuration 

supports self-reflection most. Moreover, hardly any explanations are given for the mixed effects of 

cues for reflection. Only few studies claim causality or correlation, revealing a positive relationship 

between cues for reflection and learners’ self-regulated learning, and elaborate on the possible nature 

of these findings (e.g., Pannese & Morosini, 2014; Renner et al., 2014). Without insights in the nature 

of the effects of cues for reflection on learners’ reflection and self-regulated learning, teachers and 

instructional designers remain dependent on inconsistent conceptual claims that cueing self-reflection 

may improve self-regulated learning (e.g., Burke, Scheuer, & Meredith, 2007; Mezirow, 2000; Van 

Woerkom, 2004).  

Literature focusses on two types of support when it comes to cues for self-reflection (e.g., Pannese & 

Morosini, 2014; Renner et al., 2014). On the one hand there are cues for reflection for cognitive 

support and on the other hand there are those for metacognitive support. Cognitive support refers to 

cues to evoke learners’ reflection on the understanding of content (Reiser et al., 2001). Metacognitive 

support refers to cues for reflection evoking learners to reflect on their use of metacognitive strategies 

(Kori et al., 2014). Current research reporting positive effects of cues for reflection on learners’ self-

regulated learning indicates cues for reflection focussing on jointly the cognitive and metacognitive 

support seem more successful than cues solely allowing learners to engage either with cognitive or 

metacognitive support (e.g., Chen, Wei, Wu, & Uden, 2009; Davis, 2003; Sonnenberg & Bannert, 2015; 

van den Boom, Paas, van Merriënboer, & van Gog, 2004). Combining cognitive and metacognitive cues 

for reflection may help learners identify support tools, information, and monitor task engagement 

potentially enhancing learners' self-regulated learning (Butler & Winne, 1995).  

Although it is of vital importance to target cues for reflection so learners will be directed to the right 

types of information, cue-use research shows that this is only one part of the challenge. They evidence 

that not all learners equally use and benefit from cues provided (e.g., Lust, Vandewaetere, Ceulemans, 

Elen, & Clarebout, 2011; Rashid & Asghar, 2016; Winne & Hadwin, 1998). In general three 

characteristics of cues for reflection can be extracted from literature: (1) timing, (2) focus, and (3) 

integration. In relation to the timing of cues for reflection, literature indicates that cues for reflection 

can occur at three different moments centred around the task at hand (e.g., Farrall, 2007; Mann, 

Gordon, & MacLeod, 2009): before the task, during the task, and after the task. Cues for reflection 

provided before the task aim to trigger learners’ proactive reflection (e.g., Lehmann et al., 2014). Cues 

presented during the task aim to trigger learners’ reflection while learners are performing a task and 

encourage learners to reflect upon the need to alter, amend, or change what they are doing in order 

to adjust to changing circumstances (e.g., Lavoué, Molinari, Prié, & Khezami, 2015). Finally cues for 

reflection after the task aim to encourage learners to reflect on what they have done to discover what 

metacognitive strategies they used and perceived as successful (e.g., Embo, Driessen, Valcke, & Van 

Der Vleuten, 2014; Hatton & Smith, 1995) 

As we aim to impact learners’ self-regulated learning it is important to identify which part of the self-

regulated learning process should be targeted to trigger learners’ to use their most effective 

metacognitive strategies. Winne and Hadwin (1998) suggested that the first two phases of self-

regulation, namely task identification and goal-setting and planning are most prone (e.g., Feyzi-

Behnagh et al., 2014; Rubenstein, Callan, & Ridgley, 2017) to changes by interventions as they seem to 

be most directional for change in learning (Wehmeyer & Shogren, 2017). With regard to task 

identification learners need to identify the task at hand, the information supporting the execution of 

the task, and the strategies needed to solve the task. In relation to goal-setting and planning learners 

need to identify the steps needed to complete the task at hand, how to plan for successful completion 

of the task, and which cognitive and metacognitive strategies to use. Keeping this in mind, combining 
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on the one hand cognitive and metacognitive information and on the other hand task identification 

and goal-setting and planning seem to make up the most optimal content of cues for reflection to 

foster self-regulated learning (e.g., Bannert, 2006; Bannert & Mengelkamp, 2013; Chen et al., 2009; 

Davis, 2000, 2003; Sonnenberg & Bannert, 2015; van den Boom et al., 2004).  

As indicated before, different authors in the past (e.g., Aleven, Stahl, Schworm, Fischer, & Wallace, 

2003) recognized the problem of suboptimal use of cues. Greene and Azevedo (2007) and Winne and 

Jamieson-Noel (2002) indicated that the lack or inadequate use of cues might be related to the 

considerations learners need to make when deciding on the use of a cue. If learners are not able to 

make functional decisions about the use of cues for reflection, they should benefit from a learning 

environment that provides embedded cues. Embedded cues are defined as unavoidable by the learner. 

However, embedding cues may not necessarily solve all problems (Clarebout & Elen, 2009). It cannot 

be guaranteed that learners make use of the support and use the cues as intended (Land & Greene, 

2000).  

1.5. Investigating learners’ self-regulated learning 

Due to self-regulated learning’s dynamic nature and its inferential characteristics, continues 

measurements and inferences based on learners’ learning behaviour and outcomes are needed to 

capture learners’ self-regulated learning. Investigating both learners’ learning behaviour and outcomes 

does not only provide insights in learners’ self-regulated learning, but also in the nature of cues’ effects 

(e.g., Bannert, Molenaar, Azevedo, Järvelä, & Gašević, 2017).  

1.5.1. Learning behaviour and  self-regulated learning 

Learners’ learning behaviour is defined as the behavioural traces gathered from a learner during 

instructional processes (Entwistle & Peterson, 2004). Due to the nature of self-regulated learning 

continues measurements in the form of on-line measures gained substantial interest. These types of 

measurements are based on actual learners’ learning behaviour. Typical online measures include 

observational methods, thinking-aloud protocols, eye-movement, or log file registration. The 

unobtrusiveness of some of these methods (i.e., log file registration) enables researchers to track 

learning events with high ecologically validity. Tracing methods such as log file analysis also allow 

researchers to track learning events in a nonlinear environment and “re-play” learners’ behaviour. 

Such an approach might allow a fuller account of how learning outcomes come to be.  

The idea that self-regulation unfolds in different phases suggests a cyclical relationship among the 

components of self-regulated learning. In this respect Cleary, Callan, and Zimmerman (2012) coined 

the term ‘sequential phases of regulation’. This cyclical relationship between the components of self-

regulated learning combined with the use of log file data is constituted in the term ‘event sequence’ 

to describe patterns of learners’ behaviour. Although ‘event sequence’ in relation to self-regulated 

learning implies specific theoretical assumptions and methodological approaches, both “event” and 

“sequence” are words often used in different fields of research to describe all sorts of ordered events 

comprised in patterns (e.g., Abbott, 1995; Suthers & Verbert, 2013). In the light of self-regulated 

learning the first distinction to be made between trace data types is whether the basic information 

they contain relates to a state or an event. Simply put, each change of state is an event, and each event 

implies a change of state (Müller, Studer, Gabadinho, & Ritschard, 2010). For example in relation to 

log files, a state could be being on a page, while clicking the calendar tool in the online learning 

environment would be an event that changes the state to being on a different page. Log files are only 

able to capture events as we are (without triangulation) not able to determine what learners’ are 

actually doing between two consecutive events (e.g., getting coffee, reading, processing). Another 

distinction is whether the order of events or states is logged. If this is the case, the data is sequenced; 
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if not, it is perceived as an item set. Once the data is collected, the investigation of event sequence 

data can be divided into three main types: pattern mining, pattern pruning and interactive visualization 

design (Liu, Dev, Dontcheva, & Hoffman, 2016). In studies investigating differences in learner 

behaviour the focus lies on pattern mining defined as the identification of meaningful event sequences 

(patterns) (e.g., Azevedo et al., 2016; Bannert, Molenar, Azevedo, Järvelä, & Gašević, 2017; Bannert et 

al., 2015; Siadaty, Gašević, & Hatala, 2016; Sonnenberg & Bannert, 2015). The mining of patterns 

consists of two dimensions: ordering of events and containment. When the order of events is 

preserved, the pattern is a sequential pattern. Sub-sequences in this respect are parts of a sequence 

whose elements also appear in the same order elsewhere. In other words, sub-sequences are unique 

sets of ordered events shared by a threshold number of learners. Containment relates to support for 

a sub-sequence in the sample. Support for a sub-sequence is the number (or percentage) of sub-

sequences matching other learners’ sub-sequences. A frequent sub-sequence is a sub-sequence that 

is present in at least the threshold number of times among learners. Following the identification of 

sub-sequences, statistical trials can be performed to ascertain whether significant differences in the 

occurrence of sub-sequences can be linked to conditions internal or external to the learner. 

1.5.2. Learning outcomes and self-regulated learning 

Learners’ learning outcomes can be conceived as the outcomes of instruction (e.g., Endedijk, 

Brekelmans, Verloop, Sleegers, & Vermunt, 2014). To operationalize learning outcomes the Winne and 

Hadwin model (1998) for self-regulated learning was used. This model proposes beliefs, dispositions, 

and styles; motivational factors and orientation; domain knowledge; knowledge of task; and 

knowledge of study tactics and strategies as variables influencing or influenced by learners’ self-

regulated learning. In this study we focus on three main learning outcomes (1) domain knowledge; (2) 

goal orientation; and (3) academic self-concept. These learning outcomes were chosen as they have 

each been investigated widely in terms of their relationship to self-regulated learning. In what follows, 

we relate each of them to research on self-regulated learning. The first, domain knowledge, relates to 

learners’ knowledge about a task (Greene & Azevedo, 2007). As widely demonstrated in the literature 

on expertise, the more extensive learners’ domain knowledge is, the less they need to search for, use, 

and regulate metacognitive strategies when grappling with complex tasks or when trying to learn 

information in the domain (e.g., Lesgold et al., 1988; Song, Kalet, & Plass, 2016). With regard to goal 

orientation, Pintrich (2000) and Eccles and Wigfield (2002) operationalized goal orientation in mastery 

and performance goals, along with their approach and avoidance forms. Most of the research on 

mastery goal orientations has focused on the approach form and has almost universally found more 

use of cognitive elaboration, organization strategies, and more frequent help-seeking behaviour (e.g., 

Duffy & Azevedo, 2015; Kitsantas, Steen, & Huie, 2017; Midgley, 2014). Little research seems to exist 

on the mastery-avoidance orientation. Nonetheless Wolters, Pintrich, and Karabenick (2005) and Elliot 

and McGregor (2001) did find an association between this orientation and test anxiety, consistent with 

the characterization of mastery-avoidant learners as perfectionists. With regard to the performance-

approach authors argue they can lead to some productive strategy behaviour (e.g., Harackiewicz, 

Barron, Pintrich, Elliot, & Thrash, 2002; Kitsantas et al., 2017; Mega, Ronconi, & De Beni, 2014), 

whereas others claim that the effects of this form are still unknown (e.g., Dompnier, Darnon, & Butera, 

2013; Midgley, Kaplan, & Middleton, 2001; Senko, Durik, Patel, Lovejoy, & Valentiner, 2013). Also with 

regard to performance-avoidance results are ambiguous. Some research states this orientation is 

associated with negative outcomes, such as the use of fewer cognitive strategies (Pintrich, 2000). 

Nonetheless there is evidence for the increased use of cognitive strategies to test one’s own abilities 

and comparison with others (e.g., Collazo, Elen, & Clarebout, 2015; Crippen, Biesinger, Muis, & Orgill, 

2009). Finally, academic self-concept is defined as an individual’s perception of self within academia 

(Elliot & Dweck, 2013). Academic self-concept contains two concepts. The academic competence 
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component relates to whether learners feel that academic subjects are easy for them and whether 

they believe to be good at them, whilst academic effort relates to whether learners like or dislike to 

go to school, and like to study different subjects (Liu & Wang, 2005). A strong and positive influence of 

academic self-concept on the number and types of metacognitive strategies used could be observed 

in literature. Those with stronger academic self-concepts explore learning environments more 

vigorously, whereas those who have lower self-concepts retreated and concentrated on simple 

cognitive strategies (e.g., Kuo et al., 2014).  

1.6. Problem statement and hypotheses 

Literature emphasizes the importance of self-regulation for learning in blended learning environments 

and the role of learners’ self-reflection for self-regulated learning. Nonetheless, evidence is 

inconclusive on the use of cues for reflection and their effect on self-regulated learning. Given the 

inconclusiveness guidelines for interventions are difficult to outline, hence new approaches are 

needed to better understand the underlying mechanisms that may explain the inconclusive results. To 

get more profound insights in the effect of cues for reflection, this study investigates if cues for 

reflection in blended learning environments designed in line with the timing, focus, and integration 

principles extracted from current literature on the design of cues for reflection to foster self-regulated 

learning affect learners’ self-regulated learning through changes in their learning behaviour 

(operationalized through event sequences) and outcomes (operationalized through prior domain 

knowledge and domain knowledge, goal orientation, and academic self-concept). This leads us to three 

hypotheses:  

 Hypothesis 1: “Cues for reflection will evoke more goal-directed behaviour in learners’ learning 

behaviour (operationalized through event sequences) when they are designed in line with current 

insights on the design and implementation for cues for reflection.” 

 

 Hypothesis 2: “Cues for reflection in blended learning environments will positively affect learners’ 

learning outcomes (operationalized in domain knowledge, goal orientation, and academic self-

concept) when they are designed in line with current insights on the design and implementation 

for cues for reflection.”  

 

 Hypothesis 3: “Relating learners’ learning outcomes to changes in learners’ learning behaviour 

provides a more complete account of cues for reflection’s effect on learners’ self-regulated 

learning.” 

 

2. Method 
 

2.1. Participants 

The participants in this study were 41 adults from a centre ‘second-chance’ adult education in Belgium. 

There were 25 women (61.00%) and 16 men (39.00%). In total, 14.60% of the participants were 

younger than 20 years of age; 39.00% were between 20 and 30; 31.70% were between 31 and 40; and 

14.60% were between 41 and 50 years of age. They were familiar with the domain of mathematics to 

some extent, but before the experiment they had not acquired the basic principles of statistics, which 

was the subject of the study task in the experiment. The subject matter was expected to be entirely 

new to them. This was controlled for in a prior domain knowledge test dealing with basic knowledge 

as presented in the study task. None of the participants was able to achieve the maximum score on 

the test’s questions. It was concluded that the students could be divided over the experimental groups 



8 of 40 

at random. All 41 adults voluntarily participated in the study, nonetheless some (different numbers for 

different analyses) were excluded along the way because of incomplete records. 

2.2. Content and course description 

 

2.2.1. Content 

In second chance education, ‘module two - mathematics: basic statistics’ is one of the three modules 

of the obligatory ‘mathematics cluster’ in the ‘basis education’ track. The course is both theoretical 

(statistics concepts) and practical (calculating the different key figures). The course content consists of 

eight topics: (1) quantitative and qualitative characteristics, (2) representative surveys, (3) descriptive 

tables, (4) presentation of statistical data using ICT, (5) using grouped data, (6) centred measures, (7) 

variance measures, and (8) standard deviation. The course content was provided through Moodle.  

2.2.2. Course description 

The course ‘Module two - mathematics: basic statistics’ was organized in the second semester of the 

2016-2017 school year. The course consisted of 62.50% (5 sessions) online instruction and 37.50% (3 

sessions) of face-to-face instruction. It was started face-to-face with an introductory lesson containing 

general information with regard to the course and a short introduction to each of the topics. Next, the 

course ran for three weeks online, until the first face-to-face session (week 5). After this session there 

were another two weeks of online sessions. The course ended after eight weeks, at which point the 

instructor administered a classroom-based online exam. 

2.3. The blended learning environment 

 

2.3.1. Experimental and control environment 

The experimental and control environment were identical (except for the cues for reflection). With 

regard to the online component of the blended learning environment a Moodle course was developed 

in a co-design fashion between instructor and researcher, addressing the course content. For each 

topic an identical outline was used. This outline consisted of following elements: the goals of the topic, 

an introduction (examples from practice), the course content (theory), followed by exercises, tasks, 

and assessments. In the experimental condition cues for reflection were added to each of the topics. 

For each of these elements learners interactions’ was tracked. The structure of the face to face contact 

moment of week 5 was similar to the online ones. It also included the mentioning of the goal of the 

lesson at the start, used an example as introduction, provided the learners with theory, and concluded 

the lesson with exercises and a formative test. The differences with the online component for this 

lesson was that week 5 was more focussing on all the topics addressed during the first three online 

weeks.  

2.3.2. Cue for reflection design 

The cues for reflection as integrated in the experimental learning environment were provided in two 

different formats, one for the online learning environment (Moodle) and one for the face to face 

contact moments. Although the formats (online of face to face) were different the principles used for 

the design were the same (see Appendix 1). Cues for reflection were provided at three different 

moments for each of the topics. The first cue was provided before the introduction of the theory. The 

second cue appeared before the learners started the exercise related to the topic. The final cue was 

given at the end of the topic after the completion of the assessment. The cues for reflection focused 

on the first two phases of self-regulation namely (1) task identification and (2) goal-setting and 



9 of 40 

planning. With regard to task identification learners were asked to reflect on the content and task at 

hand, the information supporting the execution of the task, and the strategies needed to solve the 

task. In relation to goal-setting and planning learners were asked to reflect on the steps needed to 

complete the task at hand, how to plan for successful completion of the task, and which metacognitive 

strategies to use. Finally, each of the cues was embedded in the environment at the same level of the 

other content items. Learners were signalled that the content hidden under the link of the cue for 

reflection might help their learning. The operationalization of this design in the online learning 

environment was done by using feedback forms, including the ‘megaphone’ icon in Moodle. Each page 

looked similar. In the face to face contact moment cues for reflection were presented through whole 

classroom interactions between the learners and the instructor. During the co-design phase reflection 

cues were selected and integrated in both the online learning environment and the design of the face 

to face contact moments. This was done based on a list of reflection cues provided by the researcher, 

based on current literature (see Appendix 1). 

2.4. Data structure of the log files 

To investigate the suitability of using event sequence analysis insight are needed in the data structure 
of the log file data. Each action made by a learner within the online course was registered resulting in 
a time stamped event (TSE) database with as column headers the time stamp of the action, personal 
identifier of the user, and event name. To keep the gathered data as ecologically valid as possible a 
data-driven approach was chosen. In line with this approach the raw data was used to perform the 
event sequence analysis, no recoding or transformations took place. Both environments (experimental 
and control) were identical and included eight standard event names (see Table 1). Each of these event 
names refers to an attribute of the environment, data reported on the attributes hence refer to specific 
(series of) events. In the experimental condition a ninth attribute was available because of the 
integration of the cues for reflection, Feedback. As in the investigation of the relationship between 
cues for reflection and learners’ behaviour the aim was to identify which sub-sequences occurred 
significantly more in which condition, sub-sequences  including the Feedback attribute were exclude 
from the analysis as they only occur in the experimental condition. The feedback attribute itself was 
only used for the investigation of learners’ cue-for-reflection use. 

Table 1. Actions traced in the online learning environment. 

Attribute Description 

Course 
Landing page of the course. On this page learner found an overview of the entire 
course, links to each of the topics addressed, and links to the discussion forum. 

File 
Downloadable content pages elaborating on the topic addressed. These attributes 
were glossary sheets for making calculations. 

Folder 
Collection of extra, not mandatory materials related to the content, consisting of 
alternative software, examples, etc. 

Forum 
Discussion forum including the viewing of the forum, posting of information, and all 
other interactions related to the forum. 

Link 
External resources, related to the course and not mandatory. Containing extra 
examples or exercises. 

Page 
Organizational information about the course.  Contains information about the goals, 
study help, etc. 

Task 
Exercises learners needed to perform on the different topics. Each of these tasks was 
obligatory and contributes to the grades learners could obtain for participation. 
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Test 
Assessment in the different topics or at the end of the course. Obligatory and 
contributes to learners grades obtained for the course. 

Feedback 
Cues for reflection and posed as an open ended question to the learner (which were 
free to either answer or don’t answer) 

 

Finally, for the face to face contact moments trace data with regard to the learners was also collected 

via the online learning environment as the learners did use it as the main and only source for 

information during the face to face contact moment. Additionally, each of the contact moments was 

video and audio recorded to assure the rigor of the intervention. Each of the recordings was confronted 

with the accompanying (and agreed upon) lesson plan. If deviations would occur, the data of that 

lesson would be discarded. No deviations were observed, so no data needed to be discarded. 

2.5. Instruments 

 

2.5.1. Prior domain knowledge and domain knowledge 

During the pre-test phase a performance based prior domain knowledge test was administered to 

investigate learners’ prior domain knowledge. This prior domain knowledge test represented the 

content of the entire course consisting of fifteen questions (multiple choice and open questions). The 

test consisted of questions related to each of the eight topics. The test was scored on fifteen points 

and recalculated to a score out of 100. The same test was used as post-test to measure learners’ 

domain knowledge. 

2.5.2.  Goal orientation 

Learners’ goal orientation was measured by using the merged version of two questionnaires of Elliot 

and Church (1997) and Elliot and McGregor (2001) for measuring learners’ goal orientation as 

constructed by Lust (2012). Whereas the initial questionnaire of Elliot and Church (1997) measured 

solely three dimensions of goal orientation (mastery approach, performance avoidance, and 

performance approach), the revised questionnaire Elliot and McGregor (2001) incorporated the fourth 

dimension of mastery avoidance as well. These two questionnaires were merged into one that 

consisted out of 21 items (Mastery goal approach (MGA) (6 items), Mastery avoidance approach (MAA) 

(4 items), Performance goal approach (PGA) (5 items), Performance avoidance approach (PAA) (6 

items)). Answers for the items were given on a 5-point Likert type scale ranging from 1 (strongly 

disagree) to 5 (strongly agree). 

2.5.3. Academic self-concept 

The Academic self-concept (ASC) scale comprised two 10-item subscales: learning confidence and 

learning effort. The learning confidence subscale assessed learners' feelings and perceptions about 

their academic competence (Liu, Wang, & Parkins, 2005). Example items included 'I am good in most 

of my course subjects' and 'most of my classmates are smarter than I am' (negatively worded). The 

learning effort subscale assessed learners' commitment to and involvement and interest in 

schoolwork. Example items included ‘Ι study hard for my tests' and 'I often feel like quitting my courses’ 

(negatively worded). Answers for the items were given on a 5-point scale ranging from 1 (strongly 

disagree) to 5 (strongly agree). 

2.5.4. The quality of the instruments 
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Traditional reliability analysis were used in order to investigate the quality of the measurement 

instruments. The reliabilities of the different measurement instruments were measured through 

Cronbach’s alpha. The measurement instruments are reliable when the Cronbach’ s alpha is above the 

threshold of .70 (Cortina, 1993). Table 2 depicts the Cronbach’s alpha values of the different scales. 

The values are all above .70, hence the measurements seem reliable. 

Table 2. Pre and post reliability analysis per construct. 

Latent variable Construct α pre α post 

Cognition Prior domain knowledge (PDK) (15 items) .76 .83 

Goal orientation 

Mastery goal approach (MGA) (6 items) .80 .73 

Mastery avoidance approach (MAA) (4 items) .87 .85 

Performance goal approach (PGA) (5 items) .88 .83 

Performance avoidance approach (PAA) (6 items) .80 .80 

Academic self-
concept 

Learning effort (LE) (10 items) .85 .71 

Learning confidence (LC) (10 items) .82 .75 

 

2.6. Procedure 

Learners’ were randomly assigned to two separate but identical learning environments, either the 

control or the experimental condition. All (n=41) learners attending the course were invited to 

complete the online pre-test questionnaire and prior domain knowledge test before starting the 

module. The learners got 60 minutes to complete the questionnaire and prior domain knowledge test 

during the first face to face and introductory contact moment of the course. The subsequent weeks 

(eight in total), the learners in the experimental condition received cues for reflection (as described 

earlier) in the online and face to face learning environment. After the completion of the intervention, 

in the last face to face contact session the learners of both groups completed the online post-test 

questionnaire and domain knowledge test, in their classroom. The learners were given 60 minutes to 

complete them. The learners did not receive any other form of instruction on the course topic during 

the time period between the pre-test and the post-test. For the matching of the pre-test and post-test 

questionnaire, prior domain knowledge test and domain knowledge test, and behavioural traces 

learners’ anonymized student IDs were used.  

2.7. Analysis 

 

2.7.1. Comparison of pre-test scores  

With regard to the pre-test comparison of the experimental and control group as to prior domain 

knowledge, goal-orientation and academic self-concept assumptions were tested using one-way 

analysis of variance (ANOVA) and one-way multivariate analysis of variance (MANOVA) measures. 

2.7.2. Cue-for-reflection use  

For the investigation of the cue-for-reflection use we first applied descriptive statistics to identify the 

overall and mean use of the cues. Secondly a one-way multivariate analysis of variance (MANOVA) was 

used to investigate differences in cue use among learners’ with different pre-test scores. As third a 

repeated Measures ANOVA was administered to investigate differences in timing of cue use (prior, 
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during, or after a task) among learners’ with different pre-test scores. Fourth and final an ANOVA build 

from the Trend Line Model was used to investigate a decrease in cue use over time. 

2.7.3. Investigation of learning behaviour 

The event sequence analysis consisted of two major steps (e.g., Cicchinelli et al., 2018; Zhou, 2016). 

First an exploratory sequence analysis was done by the identification of frequent event sub-sequences. 

Secondly, an explanatory approach was taken by the identification of discriminant frequent event sub-

sequences. The latter analysis was based on the condition learners were in. This to identify what sub-

sequences occurred significantly more in which condition. The same approach was taken based on the 

impacted learning outcome (see: 2.7.4). Here it was done to distinguish if the same differences in sub-

sequences observed among conditions also could be observed within the significant impacted learning 

outcome (Hypothesis 3). The data was imported in R-statistics and analysed using the TraMineR 

package (Gabadinho, Ritschard, Mueller, & Studer, 2011).Frequent event sub-sequences: exploratory 

sequence analysis 

An identical approach to identify frequent event sub-sequences was used as Jovanović, Gašević, 
Dawson, Pardo, and Mirriahi (2017) and Van Laer and Elen (2016). Both studies emphasize the 
importance of two parameters when identifying frequent event sub-sequences. The first one is the 
time constraint (Studer, Mueller, Ritschard, & Gabadinho, 2010). As we followed a data-driven 
approach while investigating the ecological order of events, we chose to set this parameter on one. 
This indicates that only events that actually occurred following each other will be included instead of 
events further apart in time. The second one is the relative threshold number of times (pMinSupport) 
a sub-sequence occurs among the different learners (Müller et al., 2010). In this study this parameter 
was arbitrarily set on .25 (25%) to assure frequent sub-sequences occurred at least in 25% of the 
participants.  

2.7.3.2. Discriminant frequent event sub-sequences per condition and outcome 

The identification of discriminant frequent event sub-sequence happened in line with Kim and Shute 

(2015) and with Grover et al. (2017). The significant discriminating ability of the sub-sequences was 

first based on differences between conditions learners were in and secondly on the impacted learning 

outcome. For these analysis chi-square tests were used (Studer et al., 2010). To be able to calculate 

the discriminating abilities of a frequent sub-sequence two arguments are needed (a) a sub-sequence 

(subseq) object containing the sub-sequences considered for discriminating the groups and (b) the 

variable that defines the groups (groups) (Garza, 2016). The former was defined using the method 

described in 2.7.3.1 and the latter based first on the condition and secondly on the outcomes of the 

statistical trails on significant changes in learning outcomes. A Chi-square test is used to investigate 

the significance of the relationship between the observed and expected occurrence of a frequent sub-

sequence for each value of the measured variables. Finally, the effect sizes are calculated based on the 

Cramer’s V. The Cramer’s V expresses the relationship between a certain discriminating frequent sub-

sequence and the learners’ characteristics and is reported in a value between zero and one. The closer 

to one the higher the relation. Cohen (1988) refers to small (≤.30), medium (≥.30 and ≤50), and large 

(≥.50) effect sizes.  

2.7.4. Investigation of learning outcomes 

In order to examine the effect of the instructional intervention on learners’ learning outcomes, a 2 

(groups: experimental and control) × 2 (testing time: pre-test and post-test) mixed design ANOVA was 

conducted. Before conducting this test the variables were tested for normality (Shapiro–Wilks’ test), 

sphericity (Mauchly's Test of Sphericity), and homogeneity of variances (Levene’s test). The main 

advantage of a mixed ANOVA design in this ecologically valid study is that unlike the traditional 
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repeated measures approaches that discard all results on any subject with even a single missing 

measurement, mixed versions allow other data of such subjects to be used as long as the missing data 

meets the so-called missing-at-random definition (Seltman, 2012). 

3. Results 
 

3.1. Pre-test comparison of the experimental and control group  

Based on initial comparison of pre-test measurements for each variable, no significant differences 

between the pre-test scores of the experimental and control group could be found (see Table 3) 

(respectively prior domain knowledge test (ANOVA) (F (1, 23) = 2.881, p = .10), goal orientation and 

academic self-concept questionnaire (MANOVA) (F (6, 29) = 1.272, p = .30))). Of the 41 learners, 23 

learners (control (n=13) and experimental (n=10)) completed the prior domain knowledge test. The 

goal orientation and academic self-concept questionnaire was completed by 36 (control (n=18) and 

experimental (n=18)).  

 

Table 3. Pre-test comparison experimental and control group. 

Latent variables Construct df F Sig. 
Ctrl. 
M 

Ctrl. 
SD 

Exp. 
M 

Exp. 
SD 

Cognition PDK 1, 23 2.88 .10 12.73 6.42 17.26 7.32 

Goal orientation 

MGA 1, 36 2.28 .41 4.07 .14 4.23 .14 

MAA 1, 36 .47 .83 3.26 .24 3.33 .24 

PGA 1, 36 .01 .92 2.75 .31 2.80 .31 

PAA 1, 36 .60 .45 3.32 .24 3.06 .24 

Academic self-
concept 

LE 1, 36 1.13 .30 1.85 .18 2.11 .18 

LC 1, 36 .01 .92 2.58 .20 2.61 .20 

 

3.2. Cues for reflection use 

To be able to assign changes to either learners’ learning outcomes or learning behaviour we need to 

be sure that learners were actually exposed to the cues for reflection. Descriptive statistics showed 

that on average learners consulted sixteen of twenty-four cues for reflection. Individual learners 

consulted on average each cue three times. Repeated Measures ANOVA did indicate there was no 

significant difference among learners with regard to timing of individual cue use (prior, during, or after 

a task) (F (2, 8) = 2.168, p = .19). Nor were significant differences found through an ANOVA build from 

the Trend Line Model for a decreased use of the cues over time (F(2, 16) = 1.76, p = .14) or based on a 

one-way MANOVA based on differences in learners’ characteristics (F(2, 16) = .51, p = .81).  

 

3.3. Hypothesis 1: Cues for reflection affect learners’ learning behaviour 

 

3.3.1. Frequency of event occurrence 
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With regard to the frequency of use of the attributes available in the online learning environment 

statistically significant differences (F (9, 20) = 6.130, p < .001, Λ = .450, ηp
2 = .73) were found between 

the control and the experimental condition as determined by a one-way multivariate analysis of 

variance (MANOVA) (see Table 4). Of the 41 learners overall, only 28 logged in to the online learning 

environment and so were included for further analysis (control (n=14) and experimental (n=14)). Only 

for the Folder attribute no significant differences were retrieved (p = .73).  

 

Table 4. Frequency and significance of attribute occurrence for the experimental and control condition. 

Attribute 
Ctrl. 
M 

Ctrl. 
SD 

Exp. 
M 

Exp. 
SD 

df F Sig. ηp
2 

Course 65.00 65.73 180.00 152.34 1, 28 8.485 .007 .23 

File 35.95 42.86 124.80 125.11 1, 28 8.385 .007 .23 

Folder - - - - - - .730 - 

Forum 30.65 50.76 93.70 103.32 1, 28 5.116 .032 .15 

Link 1.50 1.79 4.50 3.03 1, 28 11.707 .002 .30 

Page 3.80 4.81 23.20 25.37 1, 28 11.272 .002 .29 

Task 10.70 12.47 28.60 21.31 1, 28 9.493 .007 .23 

Test 52.10 51.48 108.30 69.96 1, 28 6.245 .019 .18 

Overall 201.20 214.94 564.30 470.142 1, 28 8.584 .007 .24 

 

3.3.2. Frequency of significant discriminant sub-sequence occurrence (between conditions) 

The learners (n=28) included in the event sequence analysis generated 10163 events over the timespan 

of eight weeks. A total of 688 frequent sub-sequences were extracted. First we will describe the nature 

of the discriminant sub-sequences, next we will discuss the differences between the experimental and 

the control condition. Based on the assignment of the learners to either the control or the 

experimental condition (independent variable) 80 significant discriminant sub-sequences were 

identified (see Appendix 2). The analysis of the 80 significant discriminant sub-sequences showed that 

a sub-sequence contained between two and thirteen events. The occurrence of each of the attributes 

in the 80 significant discriminant sub-sequences was: Course (83%), File (53%), Test (49%), Forum 

(18%), Task (15%), Page (6%), and Link (4%). No Folder attributes occurred. Course events were mostly 

followed by Task (33%) and File (32%) events, whereas Task and File events were often preceded by 

Forum events (18%) or the consultation of other Task (15%), or File (18%) events. Finally, with regard 

to Test events, these were most often proceeded by the consultation of other Test (39%) and followed 

by Course (23%) events. Based on this analysis we categorized the significant discriminant sub-

sequences in three main categories.  

 

The first category relates to significant discriminant sub-sequences involving File and Task events which 

in many cases (see description online learning environment) consisted of assignments and tasks. 

Results show that the sub-sequence containing File events occurred significantly (between χ(1) = 3.906, 

p = .048, V= .36 and χ(1) = 11.271, p < .001, V= .61) more (standardized residuals between 1.13 and 

2.65) in the experimental, compared to the control condition. Examination of the Cramer’s V scores 
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indicate according to Cohen (1988) effects from medium (≥.30 and ≤50) to large (≥.50). Similar findings 

were found in relation to Task events with Chi squared test (between χ(1) = 3.906, p = .048, V= .36 and 

χ(1) = 8.750, p = .003, V= .54), effect size (≥.30 and ≤50), and standardized residuals (between 1.23 and 

2.31). The second category relates to Forum events, focussing on communication. Results show that 

the sub-sequence containing Forum events occurred significantly (between χ(1) = 3.906, p = .048, V= 

.36 and χ(1) = 6.158, p < .013, V= .45) more (standardized residuals between 1.50 and 2.04) in the 

experimental, compared to the control condition. Examination of the Cramer’s V score indicate 

medium (≥.30 and ≤50) effects (Cohen, 1988). The third and final category relates to Test events, 

focussing on formal assessment. Results show that sub-sequences containing Test events occurred 

significantly (between χ(1) = 3.906, p = .048, V= .36 and χ(1) = 8.856, p < .003, V= .54) more 

(standardized residuals between 1.23 and 2.01) in the experimental, compared to the control 

condition. Examination of the Cramer’s V score indicate medium (≥.30 and ≤50) effects (Cohen, 1988). 

 

3.4. Hypothesis 2: Cues for reflection positively affect learners’ learning outcomes. 

 

3.4.1. Effect of time on learners’ learning outcomes 

The results of the mixed design ANOVA revealed that both the control group and the experimental 

group demonstrated a statistically significant increase (MD = 41.29; SE = 6.04, p < .001) in mean 

domain-knowledge (DK) scores across the two time points (F (1, 8) = 46.716, p < .001, ηp
2 = .85). The 

effect size value suggested a large practical significance (Cohen, 1988). Also the mean score for goal 

orientation and more specifically performance goal approach (PGA), was significantly impacted over 

time (F (1, 8) = 6.564, p = .034, ηp
2 = .45). A significant decrease (MD = -.64; SE = .25, p = .034) in mean 

score was found. Finally, the mean score for learning confidence (LC) within learners’ academic self-

concept was impacted significantly (F (1, 8) = 7.498, p = .026, ηp
2 = .48). A significant increase (MD = 

1.06; SE = .39, p = .026) in mean score on confidence was found. No other significant effects of time 

were found. 

  

Figure 1: Differences in means of domain 
knowledge 

Figure 2: Differences in means of performance 
goal approach 
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Figure 3: Differences in means of learning confidence 

3.4.2. Effect of condition on learners’ learning outcomes 

The results of the mixed design ANOVA also revealed that for the between subject analysis the 

experimental group had only a statistically significant different (F (1, 8) = 26.396, p < .001, ηp
2 = .77) 

mean score (higher) for performance goal approach (PGA) (MD = 1.84; SE = .36, p < .001). 

 

Figure 4: Differences in means of PGA 

3.4.3. Effect of time and condition on learners’ learning outcomes 

With regard to the interaction effect of time and condition on learners’ learning outcomes there was 

only one significant interaction effect between the intervention type (experimental - control) and the 

testing time (pre-test - post-test) found for learners’ performance avoidance approach (PAA), F (1, 8) 

= 7.374, p = .026, ηp
2 = .48. The effect size value suggested a large practical significance (Cohen, 1988). 

Where the control group (MD = -.68) decreased, the experimental group (MD = .50) increased. 
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Figure 5: Differences in means of PAA 

 

3.5. Hypothesis 3: There is a relationship between learning behaviour and learning outcomes 

To investigate if the differences in significant discriminant sub-sequences between conditions are 

related to differences in performance avoidance approach (PAA) (low (1) – high (5)), the same analysis 

was done as when addressing Hypothesis 1. Here, too, we describe the nature of the discriminant sub-

sequences followed by a discussion on the differences between learners with different performance 

avoidance approach scores. A total of 30 significant discriminant sub-sequences were identified (see 

Appendix 3). The analysis of the 30 significant discriminant sub-sequences showed that sub-sequences 

contained between two and seventeen events. The occurrence of each of the attributes in the 80 

significant discriminant sub-sequences was: Course (73%), File (73%), Test (67%), Forum (7%), Task 

(27%), Page (13%), and Link (13%). No Folder attributes occurred. Also here Course events were most 

often followed by Task (28%) and File (28%) events, whereas Task and File events were often preceded 

by Forum events (22%) or the consultation of other Task (28%), or File (61%) events. Finally, with regard 

to Test events, these were most often proceeded by the consultation of other Test (33%) and followed 

by Course (72%) events. The same three categories as when analysing the impact of the condition were 

used. Below, Table 5 provides a detailed account of the key figures for each category. 

Table 5. Frequency of significant discriminant sub-sequence occurrence (PAA). 

Attribute 
in sub-sequence 

Summary 

File 

Occurred significantly (between χ(4) = 9.574, p = .048, V= .73 and 
χ(4) = 13.846, p < .008, V= .88) more when the score of PAA increased 
from low (1) (standardized residuals = -0.52) to high (5) 
(standardized residuals = -1.37). Cramer’s V score indicate large 
(≥.50) effects.  

Task 
Similar findings were found for: Chi squared test (between χ(4) = 
9.574, p = .048, V= .72 and χ(4) = 13.041, p = .011, V= .76), effect size 
(between ≥.50) and standardized residuals (between -0.52 and 2.37). 

Forum 

Occurred significantly (χ(4) = 10.286, p = .036, V= .76) more when 
the score of PAA increased from low (1) (standardized residuals = -
0.47) to high (4) (standardized residuals = -2.31). Cramer’s V score 
indicate large (≥.50) effects. 

Test 
Occurred significantly (between χ(4) = 10.393, p = .034, V= .76 and 
χ(4) = 15.195, p < .004, V= .92) more when the score of PAA increased 
from low (1) (standardized residuals = -0.58) to high (4) 
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(standardized residuals = -1.15). Cramer’s V score indicate large 
(≥.50) effects. 

 

4. Discussion  
 

In this section, we first summarize the results obtained. After analysing the data it became clear that 

learners in the experimental and control conditions did not differ significantly from each other at the 

start of the eight week intervention, that all learners in the experimental condition were exposed to 

the cues for reflection, and that no significant differences in use among these learners could be 

observed.   

With regard to Hypothesis 1, the results showed that learners in the experimental condition made 

significantly more use of sub-sequences consisting of File and Task attributes related to assignments 

and tasks, Forum attributes related to communication, and Test attributes referring to assessment. In 

relation to Hypothesis 2, the results of post-tests for both conditions showed a significant increase in 

domain knowledge and learning confidence and a decrease in performance goal approach. Learners in 

the experimental condition who received cues for reflection scored significantly higher on 

performance goal approach compared to the learners in the control condition. As for the interaction 

effect between time and condition, learners in the experimental condition scored significantly higher 

on performance avoidance approach (PAA) compared to the controls. Finally, as regards Hypothesis 3, 

the results showed that when differences in learners’ behaviour per condition were compared to 

differences in learners’ behaviour per PAA score, the same differences in behaviour were found. This 

suggests that a change in learning behaviour might be linked to learning outcomes. 

4.1. Findings 

A change in learners’ self-regulated learning was only observed through learners’ behaviour related to 

self-testing and monitoring others via the use of Forum attributes and via performance avoidance 

approach (PAA) goal orientation. This appears to be in line with Crippen et al. (2009), whose results 

indicate that cues for reflection prompted learners to test their own performance against others and 

thus attempt to reduce the anxiety associated with a potential failure (perhaps triggered by the 

question to reflect upon their own behaviour). As a result, learners might seek (1) information on 

others’ performance through the consultation of discussion forums and (2) to demonstrate that they 

are not doing worse than others by using tests (Collazo et al., 2015). In line with this, our findings seem 

to indicate that changes in learners’ learning behaviour can be linked to changes in learners’ learning 

outcomes. Subsequently, this study shows that cues for reflection designed according to the timing, 

focus, and integration guidelines extracted from current literature affected learners’ self-regulated 

learning in an unexpected manner.  

4.2. Exploration of unexpected findings 

Despite the wide range of studies that have indicated the importance of reflection for self-regulated 

learning and increased learning outcomes (e.g., Johnson, Azevedo, & D’Mello, 2011; Kramarski & 

Gutman, 2006), only a limited number of empirical studies seem to be able to demonstrate positive 

results. This is especially true when it comes to cues for reflection intended to evoke self-regulated 

learning through self-reflection. The findings of the study presented here add to the inconclusive 

nature of the investigation of the effect of cues for reflection on learners’ self-regulated learning. 

Although the reason for these unexpected findings is unclear, the literature suggests two sets of 

possible explanations: firstly, the influence of learners’ characteristics (e.g., Bannert & Reimann, 2012) 



19 of 40 

and the design of the cues for reflection (e.g., Bannert, 2009), and secondly, the additional cognitive 

and metacognitive capacities needed to act upon the cues presented (Veenman, 1993).  

4.2.1. Learners’ characteristics and the design of cues for reflection 

In the introduction to this manuscript we addressed cues’ timing (e.g., Farrall, 2007; Mann et al., 2009), 

focus (e.g., Sonnenberg & Bannert, 2015; Winne & Hadwin, 1998), and  integration (e.g., Aleven et al., 

2003; Greene & Azevedo, 2007) as potential mechanisms to overcome issues related to no or sub-

optimal cue use. Yet, there is no guarantee that learners (1) make use of the support and/or (2) use 

the cues as intended (Land & Greene, 2000). With regard to the former, the results of the study 

presented in this manuscript show that a mismatch between learners’ characteristics and the design 

of the cues for reflection seems highly unlikely, as the results of the description of learners’ cue use 

indicated that learners (with different learner characteristics) in the experimental condition did not 

differ significantly in their frequency or temporal use of the cues for reflection. With regard to the use 

of cues as intended, the results show that the intervention evoked self-regulated learning observed 

through changes in learners’ learning behaviour and learning outcomes. The combination of these 

findings strengthens our hypothesis that in the study presented cues for reflection were sufficiently 

well designed to evoke self-regulated learning, but that they also triggered unintended behaviour and 

outcomes.  

4.2.2. Additional cognitive and metacognitive capacities needed 

In line with our findings, van den Boom et al. (2004) found no effect of metacognitive strategy use 

when only cues for reflection were provided to learners with low self-regulated learning capabilities. 

However, in conditions where cues for reflection were combined with different forms of feedback, a 

significant increase in metacognitive strategy use was observed. Similar findings were presented by 

Krause and Stark (2010), who demonstrated that feedback interventions alone clearly enhanced 

learning outcomes, whereas conditions including cues for reflection had no significant effect on 

learning. The meta-analysis of Ardasheva, Wang, Adesope, and Valentine (2017) reveals that the 

overall effects of cues with regard to the use of specific cognitive and metacognitive strategies were 

large (.87) and that this is specifically the case when interventions adopt a reflection-oriented model 

targeting metacognitive strategies (Dabarera, Renandya, & Zhang, 2014; Takallou, 2011; Vandergrift & 

Tafaghodtari, 2010). In the light of self-regulated learning theory (see: Puustinen & Pulkkinen, 2001) 

the observations described above might be explained as follows. Even when learners can reflect on 

cognitive (Reiser et al., 2001) and metacognitive (Kori et al., 2014) strategies, they might not possess 

or be able to recall the metacognitive strategies needed to act in a way that will produce successful 

learning outcomes (e.g, Pintrich, 2002; Veenman, 1993). This will result in sub-optimal self-regulated 

learning. Based on this notion, we hypothesize that when cues for reflection are supported by cues 

directing learners towards appropriate metacognitive strategies, learners are more likely to evolve 

towards the behaviour needed to affect learning outcomes positively than when they only receive cues 

for reflection. 

4.3. Summary 

In line with the reasoning that not all learners use and perceive cues as intended by the instructor, the 

findings of the study presented show that the integration of cues for reflection in a blended learning 

environment did change learners’ self-regulated learning. However, we only observed a change in self-

regulated learning when it came to learners’ behaviour in relation to self-testing and monitoring others 

and in their performance avoidance approach (PAA) goal orientation. To explain this finding, we 

hypothesized that when differences in learners’ characteristics are taken into account when designing 
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cues for reflection, learners’ self-reflection will be evoked and self-regulated learning will take place. 

Yet for this self-reflection and self-regulated learning to be tuned to instructional expectations (i.e., 

design of the learning environment and learning goals), learners need to be guided to use 

metacognitive strategies that contribute to their performing the task at hand successfully.   

5. Further directions and conclusions 
 

In our view, the merit of the study presented lies in its fine-grained insights into the relationship 

between learners’ self-regulated learning and cues for reflection. To obtain these insights, we first 

investigated learners’ reflection-cue use based on learners’ individual differences. Secondly, we 

operationalized self-regulated learning through learners’ learning behaviour and outcomes. Although 

the use of online event measurements are nothing new, the link to learners’ learning outcomes is not 

often made, neglecting the essence of self-regulation in an educational context. Investigating both 

learning behaviour and outcomes provides insights not only into learners’ self-regulated learning, but 

also into the nature of cues’ effects. In the study presented, we found that unexpected learning 

outcomes were related to behavioural indications, thus establishing a link between learners’ self-

regulated learning and cues for reflection. Finally, in the discussion of the results we unravelled the 

effect of the design and content of the cues for reflection provided and hypothesized that when 

differences in learners’ characteristics are taken into account when designing cues for reflection, 

learners’ self-reflection will be evoked and self-regulated learning will take place. For this self-

reflection and self-regulated learning to be effective, however, learners subsequently need to be 

guided towards metacognitive strategies that will help them perform the task successfully. 

5.1. Further directions 

To enable us to build further on the theoretical and methodological insights of this study, some 

challenges need to be addressed. A first challenge to overcome is the sample-size fluctuation in our 

ecologically valid setting. A total of 41 learners were involved in the study – 20 in the control group 

and 21 in the experimental condition, which according to Field (2013) is an appropriate rule of thumb 

for testing the effect of a single condition. Nonetheless, there was a substantial amount of random 

missing data related to both the pre- and post-tests. Although the mixed analysis of variance did not 

include case-wise deletion, meaning the effect of missing values was minimized, the power of some of 

the statistics might be debatable. A second challenge relates to the use of a data-driven approach to 

analyse learners’ learning behaviour and its’ arbitrary parameter setting. As theoretical insights can be 

derived from the results of data-driven trails, contributing to such an approach may prove more 

promising than, for example, recoding events as (covert) metacognitive strategies or activities. In 

further research, this data-driven approach might be explored by experimenting with different 

parameter settings or using a combination of data-driven and theory-driven approaches. With regard 

to the latter, this could be achieved for example by recoding events or sequences based on a 

theoretical framework unrelated to self-regulation theory (for example a tool-use scheme), which 

would make the sub-sequences identified more meaningful (at least when it comes to explaining 

them).  

5.2. Conclusions 

The current lack of certainty regarding the effects of cues for reflection on learners’ self-regulated 

learning means teachers and instructional designers remain dependent on inconsistent conceptual 

claims that cues for reflection may improve self-regulated learning. Studies such as the one presented 

in this manuscript could help both researchers and practitioners distinguish between the effect of cues 
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for reflection, how different learners use them, and how learners react to them, resulting in particular 

behaviours and outcomes. Establishing more fine-grained links between learners’ cue use, learning 

behaviour and learning outcomes could help us propel the investigation of intervention research.   
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Appendix 1: cues for reflection 

Before the task 

 Do you have any idea which element of statistics this topic will be about? 

 This topic introduces … Do you know what this concept means? 

 What other concepts relate to …? 

 Today we will look at … Do you have any idea how this relates to the bigger picture of this course? 

 Why would you need … to complete your individual project? 

 What do you need to know about … to understand it and be able to apply it? 

 Do you have any idea why … is important to your professional and personal context? 

 How will you approach this topic? 

 Hearing the word … what would you like to do with it? 

 Hearing the word … what does it mean for you? 

 How are you planning to relate … to the bigger picture? 

 Do you think you have the skills needed to use the information presented here? 

 What will you do when you identify a lack in information? 

 How do you plan to overcome problems? 

 Where will you get help if needed? 

 What skills do you have to deal with this topic? 

 What kind of issues do you see when trying to master the concept …? 

 What actions will you take when you figure out the topic is not about what you thought it would 

be about? 

 At what point will you feel you have mastered the topic? 

 When do you believe you are taking the right actions to achieve mastery of the topic? 

 Which steps do you want to take to master the concept …? 

 How will you ensure you take the most suitable steps to master the concept …? 

During the task 

 Based on the first part of the task, is the task about what you thought it was about? 

 If not, what will you do about this discrepancy? 

 What different elements do you need to combine to complete this task? 

 Do you possess each of these elements? 

 How does this task relate to the tasks you were given before? 

 Why do you need to do this task? 

 How will this task help you to master the bigger picture? 

 How is this task of importance to you? 

 Does this task still fulfil the role you thought it would fulfil? 

 Does the task still help you to achieve your goals? 

 How does this task relate to your professional and personal context? 

 What can you do to maximize this fit even more? 

 Are the goals you set at the beginning of the task still the best ones or did you acquire new 

knowledge that means you need to reframe the goals? 

 What modifications do you need to make to tune your initial approach to how the task evolves? 

 What do you think this task will lead to? 

 Is your plan still in line with your initial one? 
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 How do you deal with discrepancies between what you thought this task would be about and what 

you know now? 

 Is your plan to approach this task still appropriate to achieve the goals you set? 

 Did you encounter any obstacles while solving the task? 

 How did you deal with obstacles? 

 I the task unfolding as expected? 

 How does the unfolding of the task relate to your approach?    

After the task 

 Was the result of the task what you expected it to be? 

 Did your idea match the final demands of the task? 

 Were you able to identify the different elements of the task as expected? 

 Do you see at this point how the task relates to the overall aim of the course? 

 Do you understand why the instructor provided you with the different elements of the task? 

 Is it clear for you what the significance of the task was? 

 After completing the task, do you see the relevance for real life? 

 Knowing what you know now about the task, would you approach it the same way? 

 How will you approach the next task, based on the task you just completed? 

 Are the goals you set for this task fulfilled? 

 Was your approach appropriate to achieve the goals? 

 Did your plans unfold as expected? 

 Were there obstacles in achieving the goals you set? 

 How did you deal with obstacles? 

 Was your approach to dealing with obstacles effective? 

 Are there things you will do differently if you get a similar task? 

 Was the path you took to achieving the goal successful for you? 

 Were the steps taken to achieve the goal sufficient? 

 Was there anything you learned that will change your approach to the next task? 

 Which factors contributed to the success/failure of the task? 

 What advice would you give other students with regard to the task? 

 What will be your approach from now on?
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Appendix 2: Frequency of significant discriminant sub-sequence occurrence (condition) 

# Subsequence Support p.value statistic index Resid.1 Resid.2 Cramer’s V 

1 (Course)-(File)-(Course)-(Course)-(Course) 0.267 0.001 11.271 578.000 -1.876 2.654 0.613 

2 (Course)-(Course)-(File)-(Course) 0.433 0.001 10.605 230.000 -1.585 2.242 0.595 

3 (Course)-(File)-(File)-(Test)-(Test)-(Test) 0.467 0.003 8.856 205.000 -1.418 2.006 0.543 

4 (Course)-(File)-(File)-(Test)-(Test)-(Test)-(Test) 0.467 0.003 8.856 206.000 -1.418 2.006 0.543 

5 (Course)-(Task)-(Task)-(Course) 0.300 0.003 8.750 501.000 -1.633 2.309 0.540 

6 (File)-(Course)-(File)-(File) 0.600 0.006 7.656 112.000 -1.155 1.633 0.505 

7 (Course)-(File)-(File)-(Test)-(Test) 0.500 0.007 7.350 177.000 -1.265 1.789 0.495 

8 (File)-(Course)-(Course) 0.633 0.011 6.477 93.000 -1.030 1.457 0.465 

9 (File)-(Course)-(File) 0.633 0.011 6.477 94.000 -1.030 1.457 0.465 
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10 (Test)-(Course)-(Course)-(Course)-(Test)-(Test)-(Test) 0.633 0.011 6.477 101.000 -1.030 1.457 0.465 

11 (Test)-(Test)-(Course)-(Course)-(Course)-(Test)-(Test)-(Test) 0.633 0.011 6.477 102.000 -1.030 1.457 0.465 

12 (Test)-(Test)-(Test)-(Course)-(Course)-(Course)-(Test)-(Test)-(Test) 0.633 0.011 6.477 104.000 -1.030 1.457 0.465 

13 (Course)-(Test)-(Course)-(Page) 0.267 0.013 6.158 594.000 -1.443 2.041 0.453 

14 (File)-(Link)-(Course) 0.267 0.013 6.158 615.000 -1.443 2.041 0.453 

15 (File)-(Test)-(Course)-(Test) 0.267 0.013 6.158 619.000 -1.443 2.041 0.453 

16 (Page)-(Course)-(Forum)-(Forum) 0.267 0.013 6.158 644.000 -1.443 2.041 0.453 

17 (Test)-(File)-(Course) 0.267 0.013 6.158 659.000 -1.443 2.041 0.453 

18 (Course)-(File)-(Course)-(Course) 0.433 0.013 6.126 232.000 -1.246 1.761 0.452 

19 (File)-(Course)-(Test) 0.433 0.013 6.126 246.000 -1.246 1.761 0.452 

20 (Forum)-(Forum)-(Course)-(Forum) 0.433 0.013 6.126 257.000 -1.246 1.761 0.452 
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21 (Forum)-(Forum)-(Forum)-(Course)-(Forum) 0.433 0.013 6.126 259.000 -1.246 1.761 0.452 

22 (Course)-(File)-(File)-(Course) 0.533 0.014 6.044 152.000 -1.123 1.588 0.449 

23 (Test)-(Test)-(File) 0.533 0.014 6.044 167.000 -1.123 1.588 0.449 

24 (Test)-(Test)-(Test)-(File) 0.533 0.014 6.044 170.000 -1.123 1.588 0.449 

25 (Course)-(File)-(Course) 0.667 0.020 5.419 78.000 -0.913 1.291 0.425 

26 (File)-(File)-(File)-(File) 0.667 0.020 5.419 80.000 -0.913 1.291 0.425 

27 (File)-(Task) 0.667 0.020 5.419 83.000 -0.913 1.291 0.425 

28 (Course)-(Course)-(Page) 0.367 0.023 5.185 334.000 -1.231 1.741 0.416 

29 (Course)-(Course)-(Page)-(Course) 0.367 0.023 5.185 335.000 -1.231 1.741 0.416 

30 (Course)-(File)-(Course)-(File)-(File) 0.367 0.023 5.185 337.000 -1.231 1.741 0.416 

31 (Course)-(File)-(File)-(Test)-(Test)-(Test)-(Test)-(Course) 0.367 0.023 5.185 342.000 -1.231 1.741 0.416 
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32 (File)-(Course)-(Course)-(Course) 0.367 0.023 5.185 360.000 -1.231 1.741 0.416 

33 (Forum)-(Forum)-(Forum)-(Forum)-(Course)-(File) 0.367 0.023 5.185 375.000 -1.231 1.741 0.416 

34 (Forum)-(Forum)-(Forum)-(Forum)-(Forum)-(Course)-(Forum) 0.367 0.023 5.185 376.000 -1.231 1.741 0.416 

35 (Course)-(Course)-(Course)-(File) 0.567 0.027 4.904 126.000 -0.990 1.400 0.404 

36 (Forum)-(Course)-(Forum) 0.567 0.027 4.904 137.000 -0.990 1.400 0.404 

37 (Test)-(File) 0.567 0.027 4.904 147.000 -0.990 1.400 0.404 

38 (Course)-(Course)-(Test)-(Test)-(Test)-(File) 0.467 0.028 4.838 203.000 -1.091 1.543 0.402 

39 (File)-(Course)-(File)-(File)-(Course) 0.467 0.028 4.838 211.000 -1.091 1.543 0.402 

40 (File)-(File)-(Task) 0.467 0.028 4.838 216.000 -1.091 1.543 0.402 

41 (Forum)-(Forum)-(Forum)-(Forum)-(Forum)-(Forum) 0.467 0.028 4.838 220.000 -1.091 1.543 0.402 

42 (Task)-(Course)-(Test) 0.467 0.028 4.838 222.000 -1.091 1.543 0.402 
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43 (Course)-(Course)-(Course)-(Test)-(Test)-(Test) 0.700 0.035 4.464 52.000 -0.802 1.134 0.386 

44 (Course)-(Course)-(File) 0.700 0.035 4.464 53.000 -0.802 1.134 0.386 

45 (Course)-(Test)-(Test)-(Test)-(Test) 0.700 0.035 4.464 60.000 -0.802 1.134 0.386 

46 (Course)-(Test)-(Test)-(Test)-(Test)-(Test) 0.700 0.035 4.464 61.000 -0.802 1.134 0.386 

47 (File)-(File)-(Test)-(Test) 0.700 0.035 4.464 63.000 -0.802 1.134 0.386 

48 (Test)-(Test)-(Course)-(Course)-(Course)-(Test) 0.700 0.035 4.464 69.000 -0.802 1.134 0.386 

49 (Test)-(Test)-(Course)-(Course)-(Course)-(Test)-(Test) 0.700 0.035 4.464 70.000 -0.802 1.134 0.386 

50 (Test)-(Test)-(Test)-(Course)-(Course)-(Course)-(Test) 0.700 0.035 4.464 71.000 -0.802 1.134 0.386 

51 (Test)-(Test)-(Test)-(Course)-(Course)-(Course)-(Test)-(Test) 0.700 0.035 4.464 72.000 -0.802 1.134 0.386 

52 (Test)-(Test)-(Test)-(Test)-(Course)-(Course)-(Course) 0.700 0.035 4.464 73.000 -0.802 1.134 0.386 

53 (Test)-(Test)-(Test)-(Test)-(Course)-(Course)-(Course)-(Test) 0.700 0.035 4.464 74.000 -0.802 1.134 0.386 
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54 (Test)-(Test)-(Test)-(Test)-(Course)-(Course)-(Course)-(Test)-(Test) 0.700 0.035 4.464 75.000 -0.802 1.134 0.386 

55 (Course)-(File)-(Course)-(Test) 0.300 0.035 4.464 484.000 -1.225 1.732 0.386 

56 (Course)-(File)-(File)-(Test)-(Test)-(Test)-(Test)-(Course)-(Course) 0.300 0.035 4.464 487.000 -1.225 1.732 0.386 

57 (Course)-(File)-(File)-(Test)-(Test)-(Test)-(Test)-(Course)-(Course)-(Course) 0.300 0.035 4.464 488.000 -1.225 1.732 0.386 

58 
(Course)-(File)-(File)-(Test)-(Test)-(Test)-(Test)-(Course)-(Course)-

(Course)-(Test) 
0.300 0.035 4.464 489.000 -1.225 1.732 0.386 

59 
(Course)-(File)-(File)-(Test)-(Test)-(Test)-(Test)-(Course)-(Course)-

(Course)-(Test)-(Test) 
0.300 0.035 4.464 490.000 -1.225 1.732 0.386 

60 
(Course)-(File)-(File)-(Test)-(Test)-(Test)-(Test)-(Course)-(Course)-

(Course)-(Test)-(Test)-(Test) 
0.300 0.035 4.464 491.000 -1.225 1.732 0.386 

61 (Course)-(File)-(Link) 0.300 0.035 4.464 494.000 -1.225 1.732 0.386 

62 (Course)-(Test)-(Test)-(Test)-(Test)-(Test)-(Course) 0.300 0.035 4.464 506.000 -1.225 1.732 0.386 

63 (File)-(Course)-(Forum)-(Forum)-(Forum) 0.300 0.035 4.464 511.000 -1.225 1.732 0.386 

64 (File)-(File)-(File)-(Task) 0.300 0.035 4.464 519.000 -1.225 1.732 0.386 
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65 (Forum)-(Forum)-(Course)-(Page)-(Course) 0.300 0.035 4.464 534.000 -1.225 1.732 0.386 

66 (Task)-(Course)-(Forum) 0.300 0.035 4.464 543.000 -1.225 1.732 0.386 

67 (Task)-(Course)-(Forum)-(Forum) 0.300 0.035 4.464 544.000 -1.225 1.732 0.386 

68 (Task)-(Course)-(Test)-(Test) 0.300 0.035 4.464 546.000 -1.225 1.732 0.386 

69 (Course)-(File)-(File)-(Test) 0.600 0.048 3.906 108.000 -0.866 1.225 0.361 

70 (Task)-(Task)-(Task) 0.600 0.048 3.906 116.000 -0.866 1.225 0.361 

71 (Task)-(Task)-(Task)-(Task) 0.600 0.048 3.906 117.000 -0.866 1.225 0.361 

72 (Task)-(Task)-(Task)-(Task)-(Task) 0.600 0.048 3.906 118.000 -0.866 1.225 0.361 

73 (Task)-(Task)-(Task)-(Task)-(Task)-(Task) 0.600 0.048 3.906 119.000 -0.866 1.225 0.361 

74 (Test)-(Test)-(Test)-(Test)-(Course)-(Course)-(Course)-(Test)-(Test)-(Test) 0.600 0.048 3.906 124.000 -0.866 1.225 0.361 

75 (Course)-(Course)-(Test)-(Test)-(Test)-(Test) 0.400 0.048 3.906 279.000 -1.061 1.500 0.361 
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76 (File)-(Link) 0.400 0.048 3.906 298.000 -1.061 1.500 0.361 

77 (Forum)-(Forum)-(Forum)-(Course)-(File) 0.400 0.048 3.906 305.000 -1.061 1.500 0.361 

78 (Forum)-(Forum)-(Forum)-(Forum)-(Course)-(Forum) 0.400 0.048 3.906 307.000 -1.061 1.500 0.361 

79 (Forum)-(Forum)-(Forum)-(Forum)-(Forum)-(Forum)-(Course) 0.400 0.048 3.906 308.000 -1.061 1.500 0.361 

80 (Test)-(Test)-(Course)-(Test)-(Test)-(Course) 0.400 0.048 3.906 321.000 -1.061 1.500 0.361 

 

  



38 of 40 

Appendix 3: Frequency of significant discriminant sub-sequence occurrence (PAA) 

# Subsequence Support p.value statistic index Resid.1 Resid.2 Resid.3 Resid.4 Resid.5 Cramer's V 

1 (Test)-(Page) 0.28 0.008 13.846 1274 -0.53 2.37 -1.39 -0.52 1.37 0.877 

2 
(Course)-(Course)-(Course)-(Test)-(Test)-(Test)-

(File)-(File) 
0.28 0.023 11.354 1034 1.37 -0.91 -1.39 1.81 -0.53 0.794 

3 (Course)-(Course)-(Test)-(Test)-(Test)-(File)-(File) 0.28 0.008 13.846 1260 -0.53 2.37 -1.39 -0.52 1.37 0.877 

4 
(Test)-(Course)-(Course)-(Course)-(Test)-(Test)-

(Test)-(File)-(File) 
0.28 0.008 13.846 1243 -0.53 2.37 -1.39 -0.52 1.37 0.877 

5 
(Test)-(Test)-(Course)-(Course)-(Course)-(Test)-

(Test)-(Test)-(File)-(File) 
0.28 0.008 13.846 1208 -0.53 2.37 -1.39 -0.52 1.37 0.877 

6 
(Test)-(Test)-(Test)-(Course)-(Course)-(Course)-

(Test)-(Test)-(Test)-(File)-(File) 
0.28 0.008 13.846 940 -0.53 2.37 -1.39 -0.52 1.37 0.877 

7 
(Test)-(Test)-(Test)-(Test)-(Course)-(Course)-

(Course)-(Test)-(Test)-(Test)-(File)-(File) 
0.28 0.008 13.846 957 -0.53 2.37 -1.39 -0.52 1.37 0.877 

8 (File)-(Course)-(File)-(Task) 0.33 0.034 10.393 782 -0.58 2.00 -0.87 -0.71 1.15 0.760 

9 (File)-(File)-(Course)-(File)-(Task) 0.33 0.034 10.393 916 -0.58 2.00 -0.87 -0.71 1.15 0.760 



39 of 40 

10 
(Course)-(Test)-(Test)-(Test)-(Course)-(Test)-

(Test)-(Test)-(Test) 
0.28 0.028 10.879 1079 -0.53 2.37 0.04 -1.29 -0.53 0.777 

11 (Test)-(Link) 0.33 0.034 10.393 906 -0.58 2.00 -0.87 -0.71 1.15 0.760 

12 (Test)-(Link)-(Course) 0.28 0.023 11.354 1257 1.37 -0.91 -1.39 1.81 -0.53 0.794 

13 (Test)-(Test)-(Link) 0.28 0.023 11.354 1258 1.37 -0.91 -1.39 1.81 -0.53 0.794 

14 (Test)-(Test)-(Link)-(Course) 0.33 0.024 11.250 908 -0.58 0.00 -1.53 2.12 -0.58 0.791 

15 (Test)-(Test)-(Page) 0.22 0.036 10.286 1756 -0.47 -0.82 -1.25 2.31 -0.47 0.756 

16 (Course)-(Course)-(Test)-(Course) 0.22 0.036 10.286 1755 -0.47 -0.82 -1.25 2.31 -0.47 0.756 

17 (File)-(File)-(File)-(Test)-(Test)-(Course) 0.39 0.004 15.195 710 -0.62 -0.15 -1.65 2.40 -0.62 0.919 

18 (Page)-(Course)-(File)-(File) 0.28 0.023 11.354 1238 1.37 -0.91 -1.39 1.81 -0.53 0.794 

19 (Page)-(Course)-(File)-(File)-(File) 0.28 0.023 11.354 1239 1.37 -0.91 -1.39 1.81 -0.53 0.794 

20 (Course)-(Test)-(Test)-(Test)-(File)-(File) 0.72 0.028 10.879 167 0.33 0.57 -1.36 0.80 0.33 0.777 



40 of 40 

21 (Test)-(Test)-(File)-(File) 0.28 0.048 9.574 994 -0.53 2.37 -0.68 -0.52 -0.53 0.729 

22 (Test)-(Test)-(Test)-(File)-(File) 0.28 0.048 9.574 993 -0.53 2.37 -0.68 -0.52 -0.53 0.729 

23 (Task)-(File)-(Course) 0.28 0.048 9.574 992 -0.53 2.37 -0.68 -0.52 -0.53 0.729 

24 (Test)-(File)-(Forum) 0.28 0.048 9.574 991 -0.53 2.37 -0.68 -0.52 -0.53 0.729 

25 (Test)-(File)-(Forum)-(Forum) 0.28 0.048 9.574 990 -0.53 2.37 -0.68 -0.52 -0.53 0.729 

26 (Course)-(File)-(Task)-(Task) 0.22 0.011 13.041 1470 -0.47 2.86 -0.45 -1.15 -0.47 0.851 

27 (Course)-(File)-(Task)-(Task)-(Task) 0.22 0.011 13.041 1458 -0.47 2.86 -0.45 -1.15 -0.47 0.851 

28 (Course)-(File)-(Task)-(Task)-(Task)-(Task) 0.22 0.036 10.286 1694 -0.47 -0.82 -1.25 2.31 -0.47 0.756 

29 (Course)-(File)-(Task)-(Task)-(Task)-(Task)-(Task) 0.61 0.029 10.787 288 0.50 -1.35 -0.13 1.22 -0.78 0.774 

30 
(Course)-(File)-(Task)-(Task)-(Task)-(Task)-(Task)-

(Task) 
0.61 0.029 10.787 287 0.50 -1.35 -0.13 1.22 -0.78 0.774 
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The Effect of Cues for Calibration on Learners’ Self-Regulated 

Learning through Changes in Learners’ Learning Behaviour and 

Outcomes 

Abstract 

Literature on blended learning emphasizes the importance of self-regulation for learning in blended 

learning environments and the role of learners’ calibration. Although literature on calibration is clear 

on its importance for self-regulated learning, it provides inconclusive insight in the effect of support 

for calibration on learners’ self-regulated learning. One under-investigated avenue might be learners’ 

ability to enact on the cues provided. In order to establish a more accurate picture of the effect of 

support for calibration on self-regulated learning, our study investigates whether providing cues for 

calibration affect learners’ self-regulated learning, and whether this effect is different for learners with 

different metacognitive abilities. We investigate this effect by examining changes in learners’ learning 

behaviour and outcomes. A pre-post design with one control and two experimental conditions was 

applied in a blended learning environment. Learners in the experimental conditions received either 

functional validity feedback (F-condition) or functional and cognitive validity feedback (FC-condition). 

Learners in the control condition did not receive any cues. Learners’ behaviour was analysed using 

event sequence analysis. Learners’ post-test learning scores were subjected to multivariate analysis of 

covariance, with condition and learners’ metacognitive ability as independent variables. The results 

show a significant and unexpected impact of condition and learners’ metacognitive abilities on 

learners’ learning behaviour and outcomes. This manuscript discusses the unexpected results in terms 

of their theoretical and practical implications and provides recommendations for future research. We 

conclude that when cues for calibration are provided through functional and cognitive validity 

feedback, learners’ calibration capabilities will increase. Yet for this to result in goal-directed self-

regulated learning, learners’ need to be supported on how to apply the cognitive and metacognitive 

strategies needed.  

Keywords: functional validity feedback; cognitive validity feedback; self-regulated learning; learning 

outcomes; learning behaviour; computer log files 

Highlights: 

 Calibration cues through functional and cognitive validity feedback are effective 

 Combined they affect learners’ judgement of learning and learning confidence 

 Functional and cognitive validity feedback increases learners’ judgement of learning 

 Learners need to be supported to apply successful strategies to increase performance 
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1. Introduction 

Learners in blended learning environments need to be able to deal with varying degrees of autonomy 

and to judge and adapt their learning to the learning outcomes imposed. Based on this assumption, 

current literature on technology-enhanced learning emphasizes the importance of self-regulation in 

blended learning (e.g., Boekaerts, 1999; Greene & Azevedo, 2007; Vohs & Baumeister, 2016) and more 

specifically the role of learners’ calibration in the monitoring phase of self-regulated learning (e.g., Lin, 

Coburn, & Eisenberg, 2016; Pajares & Schunk, 2001). Although instructional interventions fostering 

self-regulated learning have been investigated widely in different educational settings (e.g., Arrastia-

Chisholm, Torres, & Tackett, 2017; Bannert, Sonnenberg, Mengelkamp, & Pieger, 2015), the actual 

effect of support for calibration on learners’ self-regulated learning remains unclear (Panadero, Klug, 

& Järvelä, 2016). In general, literature investigating learners’ calibration hypothesizes that learners are 

well calibrated if they perceive links between their learning behaviour, cues provided, information 

presented, and the task at hand, and when their perceptions reflect reality (Butler & Winne, 1995; 

Nelson, Narens, & Bower, 1990). In that case learners are equipped to effectively monitor their 

learning (DiFrancesca, Nietfeld, & Cao, 2016; Zimmerman, Schunk, & DiBenedetto, 2015). However, 

even when learners can calibrate external and internal feedback, they might not possess or be able to 

recall the cognitive and/or metacognitive strategies needed to act in a way that will produce increased 

learning outcomes (e.g., Pintrich, 2002; Veenman, 1993). This would result in sub-optimal self-

regulated learning. 

Although literature on calibration is clear on its importance for self-regulated learning, it provides 

insufficient insight into how to support learners’ calibration and so self-regulated learning (Stone, 

2000; Yang, Potts, & Shanks, 2017). In order to establish a more accurate picture of the effect of cues 

for calibration on learners’ self-regulated learning, this study investigates whether cues for calibration 

do actually affect self-regulated learning in a blended learning environment, and whether this effect is 

different for learners with different metacognitive abilities. We operationalize self-regulated learning 

as changes in learners’ learning behaviour and outcomes. Investigating learning behaviour and 

outcomes provides insights on learners’ self-regulated learning, as well as on the nature of cues’ effects 

(Gašević, Dawson, & Siemens, 2015). In the next part of the introduction, we elaborate on blended 

learning and the conceptualization of self-regulated learning and present a theoretical basis for 

designing cues for calibration intended to evoke learners’ self-regulated learning through monitoring. 

In the final part of the introduction, we discuss the relationship between self-regulated learning, 

learning behaviour, and learning outcomes. 

1.1. Blended learning  

Blended learning is a well-established approach that is applied in various educational contexts (e.g., 

Bonk, 2017; Spring & Graham, 2017). A frequently recurring aspect among definitions of blended 

learning is its combination of online and classroom-based learning. Current conceptualizations of 

blended learning assume that blended learning environments combine the advantages of both modes 

of delivery (e.g., Graham, Henrie, & Gibbons, 2014; McCutcheon, Lohan, Traynor, & Martin, 2015). In 

line with this assumption, the current study defines blended learning as learning in an instructional 

context which is characterized by a deliberate combination of online and classroom-based 

interventions to instigate and support learning (Boelens, Van Laer, De Wever, & Elen, 2015). Many 

researchers have investigated different aspects of blended learning (Drysdale, Graham, Spring, & 
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Halverson, 2013), with the lion’s share of studies focusing either on comparing different modes of 

delivery (Halverson, Graham, Spring, Drysdale, & Henrie, 2014) or on learners’ compliance with 

blended learning environments (Deschacht & Goeman, 2015). With regard to the latter, research has 

identified for example that learners who have a high degree of control over their learning and intrinsic 

goal orientation (e.g., Kassab, Al-Shafei, Salem, & Otoom, 2015) and learners with high cognitive and 

metacognitive capabilities (e.g., Kizilcec, Pérez-Sanagustín, & Maldonado, 2017) often perform better 

in blended learning environments compared to learners who do not have these characteristics.  

1.2. Self-regulated learning 

Blended learning environments do not themselves result in learning, as all learning requires activity on 

the part of learners (Oliver & Trigwell, 2005). More precisely, blended learning is a self-regulated 

process in which learners regulate their behaviour according to the instructional demands 

(Zimmerman & Schunk, 2001). Literature shows that performance strongly positively correlates with 

self-regulated learning variables (e.g., Daniela, 2015; Lin et al., 2016). Self-regulated learning has been 

widely investigated and various theories have been proposed (see: Puustinen & Pulkkinen, 2001). Each 

of these theories describes self-regulated learning as cyclical, influenceable, and covert in nature. With 

regard to its cyclical nature, self-regulated learning roughly consists of three phases, namely (a) a 

forethought phase, (b) an enacting phase, and (c) an evaluation phase. Each theory also draws 

attention to the key role of internal (learner characteristics) and external factors (design of the learning 

environment) in the development of self-regulated learning (Zimmerman, 2013). This cyclical and 

influenceable nature of self-regulated learning means that continuous measurements are needed to 

capture learners’ self-regulated learning. Finally, regarding the covert nature of self-regulated learning, 

the metacognitive processes that occur in the different phases of self-regulated learning cannot be 

observed directly. If a learner reviews her exercises after completing an online test, for example, it 

might be assumed that an evaluation or monitoring process must have preceded this overt cognitive 

reviewing activity. This example shows how self-regulated learning is manifested through overt 

cognitive behaviours (i.e., learners’ learning behaviour) and behavioural consequences (i.e., learners’ 

learning outcomes) (Veenman & Alexander, 2011). Given the dynamic nature of self-regulated 

learning, investigations would benefit from using continuous measurements and inferences that draw 

on learners learning’ behaviour and learning outcomes.  

1.3. Monitoring, calibration, and self-regulated learning 

Learners working on a task need to monitor their actions to be sure their enactment leads to achieving 

the targeted learning outcomes. Monitoring is the cognitive operation influencing whether an action 

is taken or not (Muis, Winne, & Ranellucci, 2016; Winne & Jamieson-Noel, 2002). When learners 

interact with different tasks, information about changes in learning outcomes is monitored relative to 

learners’ perceived changes. When discrepancies exceed an idiosyncratic threshold, self-regulating 

learners adjust their behaviour to eliminate the discrepancies (Winne & Hadwin, 1998). So for this 

adjustment to be effective, good calibration between perceptions of and actual changes in learning 

outcomes is needed. The better learners’ calibration is, the more accurate monitoring will be (Stolp & 

Zabrucky, 2017). This accuracy is often referred to as judgement of learning (JOL) (Schraw, 2009). The 

information available to learners to calibrate and hence to monitor changes in learning outcomes has 

two main sources. Either changes in learning outcomes in reality (external feedback), or cognitive 

representations (internal feedback) by the learners of changes in learning outcomes (e.g., Ariel & 

Karpicke, 2018; Broadbent & Poon, 2015). For learners to be able to accurately calibrate, they have to 
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process the external feedback along with the internal feedback (Winne & Hadwin, 1998). More 

precisely, learners have to compare (a) the internal feedback with the desired level of change in 

learning outcomes, (b) the external feedback with the desired level of change in learning outcomes, 

and (c) the internal feedback with the external feedback. Based on the results of this process, learners 

monitor their learning and select cognitive and metacognitive strategies (e.g., error correction 

strategies, revision activities, etc.) which may help to proceed them in the direction of the desired level 

of learning outcomes (Narciss, 2017).  

1.4. Supporting learners’ calibration for self-regulated learning 

One reason for interest in learners’ calibration is that learners do use the result of the comparison of 

internal and external feedback to make decisions about how to monitor and self-regulate learning. 

Thus, low levels of calibration can undermine effective regulation (e.g., Dunlosky & Rawson, 2012; 

Thiede, Anderson, & Therriault, 2003). Despite its importance, a substantial body of literature suggests 

learners are generally not especially good at accurately judging themselves (Bol & Hacker, 2001; 

Klassen, 2002). And even when they are, extensive reviews by Dunlosky and Thiede (2013) and 

Alexander (2013) show that this does not mean that learners have any particular insight into this aspect 

of cognition.  

To be able to provide support to learners’ calibration attempts and evoke monitoring, literature on 

cues for calibration proposes two approaches, outcome feedback and cognitive feedback. The simplest 

and most common type of feedback is outcome feedback (e.g., Delgadillo et al., 2017; Earley, 

Northcraft, Lee, & Lituchy, 1990; Paulson Gjerde, Padgett, & Skinner, 2017). This type of feedback is 

binary information describing whether or not results are correct. It contains no additional information 

(e.g., about task, tools provided, or support offered) other than the state of the current learning 

outcomes (Butler & Winne, 1995). Hence, outcome feedback provides minimal external support for 

learners about how to self-regulate their learning (Kluger & DeNisi, 1996). Alternatively, feedback can 

be elaborated to supply several different types of information. Cognitive feedback can provide learners 

with information that links the task, tools or support provided, and changes in learning outcomes 

(Butler & Winne, 1995). In line with this, research showed feedback providing validity-related 

information (i.e., cognitive feedback) was judged more effective than outcome feedback (e.g., Balzer 

& Doherty, 1989; Nadolski & Hummel, 2017; Ridder, McGaghie, Stokking, & Cate, 2015).  

Cognitive feedback comes in two forms, namely functional validity feedback and cognitive validity 

feedback (e.g., Besser, 2016; Butler & Winne, 1995; Ernst & Steinhauser, 2017; Sedrakyan & Snoeck, 

2016). Functional validity feedback, describes the relation between learners' estimate of change in 

learning outcomes and the actual change in learning outcomes (e.g., Bui & Loebbecke, 1996; Frysak, 

2017; Popelka, 2015). For example, in an adaptive learning environment, learners might be asked to 

estimate their scores on a to-come test (in the form a JOL-cue). Then, after learners’ estimates were 

compared to the actual score, functional validity feedback suggest to the learners, "You overestimated 

yourself, your score is 60% not 80%” (e.g., Mory, 2004). Cognitive validity feedback aims to evoke 

monitoring through the activation of learners’ perceptions about the relationship between the 

different course components, information offered, cues provided, and potential change in learning 

outcomes (e.g., Chyung, 1996; Ellis, 2012). For example, in an adaptive learning environment, a learner 

who studies texts might be shown a cue: “You aren't using the advance organizer to guide your 
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studying." (Butler & Winne, 1995). Cognitive validity feedback conveys the information that directs 

learners’ further actions based on their estimate and actual performance.  

Research investigating the use of functional and cognitive validity feedback does not lend uniform 

support to the effectiveness of these types of cues for calibration in practice. On the one hand it is 

reported that cognitive validity feedback helps learners distinguish those pieces of information most 

important to increase their learning outcomes (Popelka, 2015). Or when outcome or functional 

feedback is provided, learners tend to devote time and energy to compare themselves with others, 

rather than to develop ways to revise and make improvements to their learning (e.g., Nicol & 

Macfarlane‐Dick, 2006; Van Popta, Kral, Camp, Martens, & Simons, 2017). Even a score accompanied 

by suggestions for improvement seemed to distract learners from addressing how they might improve 

their work (Wiliam & Thompson, 2007). On the other hand, cognitive validity information alone seems 

insufficient to support learners’ monitoring, as without information on learners’ change in learning 

outcomes, behaviour will not be goal-directed (Butler & Winne, 1995; Ellis, Carette, Anseel, & Lievens, 

2014). In line with this inconclusive view, Gielen, Peeters, Dochy, Onghena, and Struyven (2010) 

showed that functional validity feedback was as effective as cognitive validity feedback.  

1.5. Metacognitive skilfulness as influencing variable of calibration-cue use 

Unarguably it is of vital importance to target cues for calibration so learners will eventually be directed 

to the right types of information. Nonetheless, cue-use research shows that this is only one part of the 

challenge. It evidences that not all learners equally use and benefit from cues provided (e.g., Lust, 

Vandewaetere, Ceulemans, Elen, & Clarebout, 2011; Rashid & Asghar, 2016; Winne & Hadwin, 1998). 

Learners often do not utilize well-developed cues (Cleary, Callan, & Zimmerman, 2012). These learners 

typically make ineffective, suboptimal learning choices (Segedy, 2014). One of the possible 

explanations of sub-optimal cue use provided by the self-regulated learning literature is that learners 

might lack the skills needed or the ability to activate the targeted cognitive or metacognitive strategies. 

Even when learners can calibrate external and internal feedback, they might not possess or be able to 

recall the cognitive and/or metacognitive strategies needed to act in a way that will produce increased 

learning outcomes (e.g., Pintrich, 2002; Veenman, 1993). This would result in sub-optimal self-

regulated learning. A way to investigate this issue and partly explain differences in the effect of the 

cues provided might be the investigation of learners’ metacognitive abilities in relation to the 

instructional interventions provided (e.g., Ardasheva, Wang, Adesope, & Valentine, 2017). 

Metacognitive skilfulness or the ability to regulate and control cognitive and metacognitive strategies 

is a combination of general cognitive and metacognitive strategies. By mapping learners’ 

metacognitive skilfulness differences in the use of cues provided can be investigated (Veenman, 

Elshout, & Meijer, 1997). Doing so will provide us with a more fine-grained picture of the effect of cues 

for calibration. 

1.6. Investigating learners’ self-regulated learning 

Due to self-regulated learning’s dynamic nature and its covert nature, continuous measurements and 

inferences through learners’ learning behaviour and learning outcomes are needed to capture 

learners’ self-regulated learning. Investigating both learners’ learning behaviour and outcomes 

provides insights not only into learners’ self-regulated learning, but also into the nature of cues’ effects 

(e.g., Bannert, Molenaar, Azevedo, Järvelä, & Gašević, 2017).  

1.6.1. Learning behaviour and self-regulated learning 
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Behavioural traces gathered from learners during instructional processes can be categorized as 

learners’ learning behaviour (Entwistle & Peterson, 2004). As support grows for the conception of self-

regulated learning as a continuous process, so does interest in online measures such as thinking-aloud 

protocols, eye-movement tracking and log-file registration, which account for the dynamic nature of 

learners’ learning behaviour. Some of these methods (i.e., log file registration) involve no direct 

interaction with the learner, and this unobtrusiveness enables researchers to trace learning events in 

ecologically valid settings. Thus, we can “re-play” learners’ learning behaviour and obtain a better 

understanding of what leads to certain learning outcomes.  

Cleary et al. (2012) describe the cyclical relationship among the components of self-regulated learning 

as ‘sequential phases of regulation’. In relation to log file data, this cyclical nature is reflected in the 

term ‘event sequence’, which describes patterns of learners’ learning behaviour. Both ‘event’ and 

‘sequence’ are common terms for describing all sorts of patterns in different fields of research (e.g., 

Abbott, 1995; Suthers & Verbert, 2013). When it comes to self-regulation, a first distinction made 

between trace data types is whether the basic information they contain relates to a state or an event. 

An example of a state might be being on a content page, while clicking on a self-test link might be an 

event that changes the state to being on a self-test page. This means that each change of state is an 

event, and each event indicates a change in state (Müller, Studer, Gabadinho, & Ritschard, 2010). Log 

files only capture events, as we assume in this study that we cannot determine what learners are doing 

between two events. Another distinction is whether the order of events or states is logged. If the 

original order is logged by, for example, the inclusion of timestamps, the data is considered to be 

sequenced; otherwise, it is perceived as an item set.  

Event sequence data analysis generally takes one of three forms: pattern mining, pattern pruning, and 

interactive visualization design (Liu, Dev, Dontcheva, & Hoffman, 2016). The current study focusses on 

investigating differences in learners’ learner behaviour, so our focus lies on pattern mining defined as 

the identification of meaningful event sequences (patterns) (e.g., Azevedo et al., 2016; Bannert et al., 

2015; Siadaty, Gašević, & Hatala, 2016; Sonnenberg & Bannert, 2015). Pattern mining has two main 

concerns – the order of the events and the containment of sub-sequences. A sequential pattern implies 

the order of events has been preserved. A sub-sequence is a part of a larger sequence, which also 

appears elsewhere. Containment relates to the amount of support there is for a particular sub-

sequence in the sample; in other words, the number (or percentage) of sub-sequences matching other 

learners’ sub-sequences. A sub-sequence is considered frequent if it occurs in at least the threshold 

number of learners’ sequences. Following sub-sequence identification, links between significant 

differences in subsequence occurrence and conditions either internal or external to the learner can be 

investigated in statistical trials. 

1.6.2. Learning outcomes and self-regulated learning 

Instruction may result in a variety of learning outcomes (e.g., Endedijk, Brekelmans, Verloop, Sleegers, 

& Vermunt, 2014). In this study, we focus on four main learning outcomes: (1) domain knowledge; (2) 

goal orientation; (3) academic self-concept; and (4) judgement of learning. We selected these learning 

outcomes as their relationship to self-regulated learning has already been investigated extensively. 

Domain knowledge, firstly, relates to learners’ knowledge of the content involved in a particular task 

(Greene & Azevedo, 2007). It has been widely demonstrated in the literature on expertise that when 

learners have more extensive domain knowledge, they are less reliant on the need to identify, use, 
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and regulate metacognitive strategies during complex tasks or the acquisition of new information in 

the domain (e.g., Lesgold et al., 1988; Song, Kalet, & Plass, 2016).  

Goal orientation was operationalized by Pintrich (2000) and Eccles and Wigfield (2002) in mastery and 

performance goals, along with their approach and avoidance forms. Most research on mastery goal 

orientation has focused on the approach form, often finding increased use of cognitive elaboration 

and organization strategies and more frequent help-seeking behaviour (e.g., Duffy & Azevedo, 2015; 

Kitsantas, Steen, & Huie, 2017; Midgley, 2014). The mastery-avoidance orientation remains 

underexplored, though Wolters, Pintrich, and Karabenick (2005) and Elliot and McGregor (2001) did 

observe a correlation between this orientation and test anxiety, tying in with the characterization of 

mastery-avoidant learners as perfectionists. The performance approach has been linked by some 

authors to certain productive strategy behaviours (e.g., Harackiewicz, Barron, Pintrich, Elliot, & Thrash, 

2002; Kitsantas et al., 2017; Mega, Ronconi, & De Beni, 2014), whereas others have claimed that its 

effects remain unclear (e.g., Dompnier, Darnon, & Butera, 2013; Midgley, Kaplan, & Middleton, 2001; 

Senko, Durik, Patel, Lovejoy, & Valentiner, 2013). Results on performance avoidance are also 

ambiguous, with some research associating it with negative outcomes, such as the use of fewer 

cognitive strategies (Pintrich, 2000), and others producing evidence for learners’ increased use of 

cognitive strategies to test their own abilities and compare themselves to other learners (e.g., Collazo, 

Elen, & Clarebout, 2015; Crippen, Biesinger, Muis, & Orgill, 2009).  

Academic self-concept, the third outcome, can be defined as an individual’s perception of self within 

academia (Elliot & Dweck, 2013) and incorporates the two distinct concepts of competence and effort. 

It measures the degree to which learners feel that academic subjects are easy and that they are good 

at them (competence), and the degree to which learners like or dislike going to school and studying 

different subjects (effort) (Liu & Wang, 2005). Previous studies have revealed that academic self-

concept has a strong and positive influence on the variety of metacognitive strategies that learners 

use. A stronger academic self-concept leads to a deeper engagement with the learning environment, 

while a less well-developed self-concept is associated with retreat and concentration on simpler 

cognitive strategies (e.g., Kuo, Walker, Schroder, & Belland, 2014).  

Finally, learners’ judgement was operationalized in line with Schraw (2009), focussing on learners’ 

precision of estimation of future performance compared to actual performance (Maki, Shields, 

Wheeler, & Zacchilli, 2005). When learners are able to accurately estimate their performance, they are 

more likely to take appropriate action and so regulate their learning (Butler & Winne, 1995). Learners 

who have a poor judgement of learning tend to make ineffective, suboptimal learning choices (Segedy, 

2014).   

1.7. Problem statement and hypotheses 

While the literature emphasizes the importance of self-regulation for learning in blended learning 

environments on the one hand and the role of learners’ monitoring through calibration for self-

regulated learning on the other, evidence is inconclusive on the use of cues for calibration and their 

effect on self-regulated learning. Given this inconclusiveness, guidelines for interventions are difficult 

to outline. Hence, new approaches are needed to better understand the underlying mechanisms that 

may help to understand the inconclusive results. To get more profound insights in the effect of cues 

for calibration, this study investigates whether cues for calibration in blended learning environments 

foster self-regulated learning through changes in learners’ learning behaviour and outcomes, and if 
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this effect is different for learners with different metacognitive abilities. This leads us to four 

hypotheses:  

 Hypothesis 1: “Cues for calibration affect learners’ learning behaviour.” 

 Hypothesis 2: “Cues for calibration affect learners’ learning behaviour differently for learners with 

different levels of metacognitive skilfulness.” 

 Hypothesis 3: “Cues for calibration positively affect learners’ learning outcomes.”  

 Hypothesis 4: “Cues for calibration positively affect learners’ learning outcomes most when 

learners have high levels of metacognitive skilfulness.” 

 

2. Method 
 

2.1. Participants 

The participants in this study were 151 learners taking a course on instructional psychology and 

technology as part of a Bachelor’s degree in Educational Sciences from a large Belgian university. There 

were 134 women (88.74%) and 17 men (11.26%), which is a representative sample of the entire 

student population within the Faculty of Psychology and Educational Sciences. The learners were 

between 19 and 58 years of age (M=21.87, SD= 6.84). They were familiar with the domain of 

instructional psychology and technology to some extent, but before the experiment they had not 

acquired insight in the texts of Anderson (2005) and Mayer (2004), which were the subject of the study 

task in the experiment. The subject matter was expected to be entirely new to them. This was 

controlled for in a prior domain knowledge test. None of the participants was able to achieve the 

maximum score on the test’s questions, the average score was 4.5/10. It was concluded that the 

students could be divided over the experimental groups at random. All voluntarily participated in the 

study, some (different numbers for different analyses) were excluded along the way because of 

incomplete records. 

2.2. Content and module description 

 

2.2.1. Content 

In the course ‘instructional psychology and technology’, the module dealing with ‘educational practice’ 

was targeted. In this module, two texts are discussed. Through the first text written by Anderson (2005) 

the instructors introduce the ‘revised taxonomy of Bloom’ and aim to provide learners with insights 

about: (1) the importance of learning objectives, (2) the difficulties with regard to the formulation of 

such objectives, (3) the differences between the initial and the revised taxonomy of Bloom, (4) the link 

of assessment and instruction with the taxonomy, and (5) the revised taxonomy’s potential 

application. The second text written by Mayer (2004) is used by the instructors to evoke learners’ 

reflection on (1) the difference between ‘pure discovery learning’ and ‘guided discovery learning’, (2) 

research on both, and (3) the implications for education.  

2.2.2. Module description 
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The module ‘educational practice’ was organized in the second semester of the 2017-2018 academic 

year. The module was provided in a blended learning format and consisted firstly of an online learning 

module in Moodle. Between two face-to-face contact sessions, learners had 28 days to progress 

through the environment and study the texts. In addition, learners were invited to participate in a two 

hour-long contact sessions dealing with the content of the online learning module after having studied 

in Moodle.  

2.3. The blended learning format 

 

2.3.1. Experimental and control environments 

The experimental and control environments were identical (except for the cues for calibration). With 

regard to the online component of the blended learning environment, a Moodle course was developed 

in a co-design fashion between instructors and researcher. For each text, the outline was identical and 

consisted of the following elements: (1) goals of the text, (2) introduction (examples from practice), 

(3) text, (4) exercises, and (5) self-tests. With regard to the exercises and self-tests, each section of the 

texts was supported by practice exercises (not obligatory), preparing the learners for a self-test about 

the section addressed. Following each practice exercise an obligatory self-test was provided. After this 

test was submitted, learners could progress to the next section. Learners were allowed to choose a 

text to start with. During the studying of the texts learner control was limited, but after having finished 

the entire online learning module, learners could navigate freely through it. Also a (6) discussion forum 

was provided for course related discussions. In the experimental conditions cues for calibration were 

added to each section of the texts, to be more precisely before (in the form of a JOL- cue) and after (in 

the form of validity feedback) each self-test. With regard to the latter only functional validity feedback 

was given to learners in the functional validity feedback condition (F-condition), whereas learners in 

the functional and cognitive validity condition (FC-condition) received both functional and cognitive 

validity feedback. Figure 1 shows the design of each condition. 

 

Figure 1. Visual representation of the intervention for each condition. 

For each of the elements in the online learning module learners’ interactions were tracked. The 

structure of the face-to-face contact moment (after the 28 days of independent study) was identical 

for all learners. Learners were divided in groups of 5 to 6 and were instructed to make (1) a concept 

map of both texts, (2) elaborate a multimedia knowledge clip explaining the elements of the concept 

map and their link with practice, and finally they were asked to come up with (3) exam questions 

targeting the different levels of the ‘revised taxonomy of Bloom’ and focussing on the content of the 

two texts. The results of these exercises were discussed in the entire group and after the sessions, all 

materials were made available to all learners for further study. 
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2.3.2.  Cues for calibration 

 

2.3.2.1. Judgment of learning cues 

Both experimental conditions contained judgement of learning cues to generate input for the 

automatization of the validity feedback. In line with Schraw (2009) these cues provided the learners 

with a question about their expected performance on the upcoming self-test, potentially based on the 

practise exercises. The cues were embedded and so implemented in line with guidelines on cue-use as 

formulated by Clarebout and Elen (2009). Each of the cues was embedded in the environment at the 

same level of the other content items and presented prior to each self-test. Learners in the 

experimental conditions were obliged to estimate their score. The operationalization of this design in 

the online learning module was done by using tests, including the ‘test’ icon in Moodle. Each page 

looked similar. In the face-to-face contact moment, no cues were provided. 

2.3.2.2. Functional and cognitive validity feedback cues 

As mentioned before, both experimental conditions differed in the type of validity feedback cues 

learners received. Only functional validity feedback was given to learners in the F-condition, whereas 

learners in the FC-condition received both functional and cognitive validity feedback. Both the 

functional and cognitive validity feedback cues were developed in line with Balzer and Doherty (1989) 

and Butler and Winne (1995). The functional validly feedback cues focused on the relationship 

between learners’ judgement of learning (absolute accuracy index) obtained via the JOL-cues and their 

actual performance (obtained via self-test scores). The accuracy of learners’ judgement of learning was 

calculated using the absolute accuracy index formula proposed by Schraw (2009). This index was used 

as an indicator for assigning the appropriate functional validity feedback cue. This feedback contains 

any of the following labels: ‘underestimate’, ‘estimate accurate’, or ‘overestimate’ to the accuracy of 

prediction. Additionally learners were informed about their score on each self-test. A comparison of a 

learner’s score was compared with the maximal score possible on the different self-tests. This was 

done by assigning either the label ‘below 50% correct’ or ‘50% or above 50% correct’. Combined this 

resulted in a personalized message for the learners stating: “You seem to [judgement of learning label] 

your ability and your score is [score label].”.  

The cognitive validity feedback cues pertained to learners’ perceptions about the relationship between 

the instructional components and performance. Learners received information on the link between (1) 

the instructional components, (2) the cognitive and metacognitive strategies needed to use these 

components, and (3) on the potential impact of both on their performance. Both the functional and 

cognitive validity feedback cues were embedded in the environment at the same level of the other 

content items and provided after the completion of each self-test. Additionally, through a popup 

learners were informed that the content under the link of the cue might significantly help their 

learning. The operationalization of this design in the online learning module was done by using 

feedback forms, including the ‘megaphone’ icon in Moodle. Each page looked similar. In the face-to-

face contact moment, no cues were provided.  

2.4. Data structure of the log files 

To investigate the suitability of using event sequence analysis, insight is needed in the data structure 

of the log file data. Each action made by learners within the online course was registered resulting in 

a time stamped event (TSE) database with as column headers the time stamp of the action, personal 
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identifier of the user, and event name. A data-driven approach was chosen. Prior to the event analysis, 

no recoding or transformations took place. The three conditions (F-condition, FC-condition, and 

control condition) were identical and included six standard event names (see Table 1). Each of these 

event names refers to an attribute of the environment. Data reported on the attributes hence refer to 

specific (series of) events. In the F-condition two additional attributes were available, namely 

‘judgement of learning (JOL)’ and ‘functional validity feedback (F-feedback)’. In the FC-condition both 

were available too and a ninth one was available, ‘cognitive validity feedback (C-feedback)’. As in the 

investigation of the relationship between cues for calibration and learners’ behaviour the aim was to 

identify which sub-sequences occurred significantly more in which condition, sub-sequences including 

judgement of learning, functional validity, and cognitive validity feedback cues were excluded from the 

analysis as they only occur in the experimental conditions.  

Table 1.  

Actions traced in the online learning environment. 

Attribute Description 

Course Landing page of the course. On this page, learners found an overview of the entire 
course, links to each of the texts addressed, and links to the discussion forum. 

Objective Pages elaborating on the learning objectives aimed for by the different texts.  

Text Downloadable version of both texts addressed during the online learning module. 

Forum Discussion forum including the viewing of the forum, posting of information, and all 
other interactions related to the forum. 

Exercise Practise exercise for the support of learning prior to the self-test.  

Self-test Formative test on each section of the different texts under investigation. Obligatory 
to be able to progress to the next part of the online learning module. 

JOL-cue Formative test to estimate performance on the self-test for each section addressed 
in the different texts. Obligatory to be to progress to the next part of the online 
learning module. 

F-feedback Feedback page containing a functional validity feedback cue providing information 
and an open question (free to answer or not) aiming to evoke learners’ calibration. 

C-feedback Feedback page containing a cognitive validity feedback cue providing information and 
an open question (free to answer or not) aiming to evoke learners’ calibration. 

Finally, in the face-to-face contact moments no trace data were gathered as all learners received the 

same instruction and did not interact with the Moodle environment.  

2.5. Instruments 

 

2.5.1. Prior domain knowledge and domain knowledge 

During the pre-test phase a performance based prior domain knowledge test was administered to 

investigate learners’ prior domain knowledge. This prior domain knowledge test containing ten 

multiple-choice questions (including an “I don’t know option”) represented the content of the module. 

The test consisted of questions related to both texts (five per text). The test was scored on ten points. 

The same test was used as post-test to measure learners’ domain knowledge. 
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2.5.2. Goal orientation 

Learners’ goal orientation was measured by using the merged version of two questionnaires of Elliot 

and Church (1997) and Elliot and McGregor (2001) for measuring learners’ goal orientation as 

constructed by Lust (2012). Whereas the initial questionnaire of Elliot and Church (1997) measured 

solely three dimensions of goal orientation (mastery approach, performance avoidance, and 

performance approach), the revised questionnaire Elliot and McGregor (2001) incorporated the fourth 

dimension of mastery avoidance as well. These two questionnaires were merged into one that 

contained 21 items (Mastery goal approach (MGA) (6 items), Mastery avoidance approach (MAA) (4 

items), Performance goal approach (PGA) (5 items), Performance avoidance approach (PAA) (6 items)). 

Answers for the items were given on a 5-point Likert type scale ranging from 1 (strongly disagree) to 5 

(strongly agree). 

2.5.3. Academic self-concept 

The Academic self-concept (ASC) scale comprised two 10-item subscales: learning confidence and 

learning effort. The learning confidence subscale assessed learners' feelings and perceptions about 

their academic competence (Liu, Wang, & Parkins, 2005). Example items are 'I am good in most of my 

course subjects' and 'most of my classmates are smarter than I am' (negatively worded). The learning 

effort subscale assessed learners' commitment to and involvement and interest in schoolwork (Liu et 

al., 2005). 

2.5.4. Judgement of learning 

Learners’ judgement of learning was used in two ways. On the one hand as a dependent variable, on 

the other hand as the input for the adaptive feedback in the experimental conditions. For both 

purposes learners’ judgement of learning was calculated in accordance with Schraw (2009). Learners’ 

absolute accuracy was measured, indicating the precision of a single estimation of future score 

compared to performance on a single test (Maki, Shields, Wheeler, & Zacchilli, 2005).  

With regard to judgement of learning as an dependent variable, right before the pre-test and post-test 

for domain knowledge all learners were asked to estimate their score on both domain knowledge tests. 

Based on the comparison with their performance on the domain knowledge, a pre-test and post-test 

judgement of learning score was calculated. 

In view of generating automated functional validity feedback (for both experimental conditions - see: 

Cues for calibration), learners’ estimation of their future score was gathered through the judgement 

of learning cues proceeding each self-test. For both purposes, learners were asked to score their 

estimation of future score on an ordinal scale with ten point interval that range from 0/10 (0%) to 

10/10 (100%). Their actual score was measured through a single test. Scores were recalculated to an 

identical ten point interval also ranging from 0/10 (0%) to 10/10 (100%). Following this measurement, 

the absolute accuracy index was calculated. The formula of this index can be found below: 

Absolute Accuracy Index =  
1

𝑁
∑(𝑐𝑖 − 𝑝𝑖)2

𝑁

𝑖=1

 

In this formula, ci corresponds to the estimation of future score and pi corresponds to the actual score. 

Each deviation score between learners’ estimation of future score and actual score is squared so it 
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ranges from zero to one, where a score of zero corresponds to perfect calibration accuracy and a score 

of one corresponds to no accuracy. Smaller deviations correspond to better accuracy.  

2.5.5. Metacognitive skilfulness 

In line with the literature on cues for calibration, we investigated learners’ metacognitive skilfulness 

to get more profound insights in the cues’ effect on learners’ self-regulated learning. This was done by 

using an online aptitude measurement developed by Veenman (e.g., Veenman, Bavelaar, De Wolf, & 

Van Haaren, 2014; Veenman, Wilhelm, & Beishuizen, 2004), called “The otter task”. This measurement 

is a computerized learning-by-discovery task in Authorware. The otter-task requires learners to 

experiment with five independent variables in order to discover their (combined) effects on the growth 

of the otter population. The five variables were habitat, environmental pollution, public entrance, 

setting out new otter couples, and feeding fish in wintertime. Independent variables could have no 

effect on the otter population (public entrance), a main effect (habitat; pollution), and interact with 

another variable (habitat x setting out otter couples; pollution x feeding fish). For each experiment, 

participants could choose a value for the five variables by clicking on the pictograms on the left, and 

then order the computer to calculate the growth of the otter population. Results of experiments done 

were transferred to a storehouse where learners could scroll up and down to consult earlier results. 

After a minimum of fifteen experiments, an exit button occurs which allows the learners to leave “The 

otter task”, nonetheless they are free to continue. All actions done by the learners are logged in a text 

file. This log file is scored for metacognitive skilfulness through ten log file indicators, namely: (1) 

number of experiments, (2) think time, (3) scroll down, (4) scroll up, (5) transition with one altered 

variable, (6) mean number of changes, (7) number of unique experiments, (8) variation of variables, 

(9) systematic changes, and (10) complete variation of variables. All learners’ values per log file 

indicator were standardized into z-scores. Finally, mean z-scores were calculated over the ten log file 

indicators as an overall measure of metacognitive skilfulness (for a full account of the methodology, 

see: Veenman et al. (2014)). This calculation resulted in an individual metacognitive skilfulness score 

per learner, comparing learners’ individual score with the sample score. 

2.5.6. The quality of the instruments 

Traditional reliability analysis (Cronbach’s alpha) was used in order to investigate the quality of the 

measurement instruments. Table 2 depicts the Cronbach’s alpha values of the different scales. Given 

the threshold of .70 as proposed by Nunnally and Bernstein (1994), all instruments seem to be in reach 

of this threshold. 
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Table 2.  

Pre and post reliability analysis per construct. 

Latent variable Construct  α pre α post 

Cognition Domain knowledge (DK) (10 items) .65 .66 

Goal orientation Mastery goal approach (MGA) (6 items) .79 .75 

Mastery avoidance approach (MAA) (4 items) .73 .80 

Performance goal approach (PGA) (5 items) .86 .86 

Performance avoidance approach (PAA) (6 items) .74 .77 

Academic self-concept Learning effort (LE) (10 items) .79 .80 

Learning confidence (LC) (7 items) .74 .72 

Metacognition Metacognitive skilfulness (MS) (10 log file indicators) .84 

2.6. Procedure 

Learners’ were randomly assigned to three separate but identical learning environments, either the 

control group, the functional validity feedback experimental condition (F-condition), or the functional 

and cognitive validity feedback experimental condition (FC-condition). All (n=151) learners attending 

the module were invited to complete the otter task (during four available timeslots) prior to their first 

login in the online learning module. The learners got 60 minutes to complete this task. The online pre-

test questionnaire, the pre-test judgement of learning question, and prior domain knowledge test 

were administered at the start of the online learning module and obligatory to activate the content of 

the online learning module. Learners got 28 days’ time to complete the online learning module, 

learners in the experimental conditions received cues for calibration (as described earlier) during that 

time; learners in the control condition did not. After the completion of the intervention, learners in 

the three conditions completed the online post-test questionnaire, the post-test judgement of learning 

question, and the domain knowledge test. The learners did not receive any other form of instruction 

on the module content during the time period between the pre-test and the post-test. For the 

matching of the different datasets anonymized student IDs were used.  

2.7. Analysis 

First, to be able to determine the effect of learners’ metacognitive skilfulness as an independent 

variable, we quartered the learners based on their metacognitive skilfulness score. This was by done 

by ordering all learners’ scores from the lowest to the highest, followed by dividing them in 4 groups. 

Each group represented 25% of the sample. Learners were assigned a quartile number indication in 

which quartile their score was situated (1 = low to 4 = high). In this way, a new categorical variable 

metacognitive skilfulness quartile membership (PMSQ) was created and will be used as an 

independent variable throughout the analyses.  

Second, descriptive statistics were calculated presenting the number of subjects involved (N), the 

minimum (Min) and maximum (Max) scores, the mean scores (M), the standard error (SE), the standard 

deviation (SD), and the variance (σ2). This was done for learners’ metacognitive skilfulness quartile 

membership (PMSQ) and each of the pre-test variables (domain knowledge (DK), mastery goal 

approach (MGA), mastery avoidance approach (MAA), performance goal approach (PGA), 

performance avoidance approach (PAA), learning effort (LE), learning confidence (LC), and judgement 
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of learning (JOL)). Also the post-test variables were investigated for correlations, to identify the need 

for multivariate or univariate tests.  

Third and final, through a one-way multivariate analysis of variance (MANOVA) with condition as 

independent variable, followed by univariate analyses of variance (ANOVAs) the three conditions’ 

comparability among each other was checked for learners’ prior domain knowledge, goal-orientation, 

academic self-concept, and metacognitive skilfulness quartile membership.  

2.7.1. Investigation of learning behaviour 

The event sequence analysis consisted of two major steps (e.g., Cicchinelli et al., 2018; Zhou, 2016). 

First frequent event sub-sequences were identified using exploratory sequence analysis. Secondly, 

discriminant frequent event sub-sequences were identified by using an explanatory approach as well. 

The latter analysis was based on the condition learners were in. This to identify what sub-sequences 

(dependent variable) occurred significantly more in which condition (independent variable). A similar 

approach was adopted for metacognitive skilfulness (PMSQ) and for the interaction between condition 

and metacognitive skilfulness. The learners’ behavioural data was imported in R-statistics and analysed 

using the TraMineR package (Gabadinho, Ritschard, Mueller, & Studer, 2011).A similar approach to 

identify frequent event sub-sequences was used as Jovanović, Gašević, Dawson, Pardo, and Mirriahi 

(2017) and Van Laer and Elen (2016). Both studies emphasize the importance of two parameters when 

identifying frequent event sub-sequences. The first one is the time constraint (Studer, Mueller, 

Ritschard, & Gabadinho, 2010). As we followed a data-driven approach while investigating the 

ecological order of events, we chose to set this parameter on one. This indicates that only events that 

actually occurred following each other are included. Events further apart in time are not considered. 

The second one is the relative threshold number of times (pMinSupport) a sub-sequence occurs among 

the different learners (Müller et al., 2010). In this study, this parameter was arbitrarily set on .25 to 

assure frequent sub-sequences occurred at least in 25% of the learners.  

Discriminant frequent event sub-sequence were identified in line with Kim and Shute (2015) and with 

Grover et al. (2017). The significant discriminating ability of the sub-sequences was first based on 

differences between conditions learners were in, secondly on metacognitive skilfulness, and finally on 

the interaction of the condition learners were in and learners’ metacognitive skilfulness quartile 

membership (PMSQ). To be able to calculate the discriminating abilities of a frequent sub-sequence 

two arguments are needed (a) a sub-sequence (subseq) object containing the sub-sequences 

considered for discriminating the groups and (b) the variable that defines the groups (groups) (Garza, 

2016). A chi-square test is used to investigate the significance of the relationship between the observed 

and expected occurrence of a frequent sub-sequence for each value of the measured variables (Studer 

et al., 2010). Finally, the effect sizes are calculated using the Cramer’s V. The Cramer’s V expresses the 

relationship between a certain discriminating frequent sub-sequence and the learners’ characteristics 

and is reported in a value between zero and one. The closer to one the higher the relation. Cohen 

(1988) refers to small (≤.30), medium (≥.30 and ≤50), and large (≥.50) effect sizes.  

2.7.2. Investigation of learning outcomes 

In order to (1) examine the effect of the instructional intervention on learners’ learning outcomes and 

(2) examine the interaction effect of instructional intervention and learners’ metacognitive skilfulness 

on learners’ learning outcomes, a two-way multivariate analysis of covariance (MANCOVA) test with 
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pre-test and post-test data will be used. The MANCOVA can be seen as an extension of the multivariate 

analysis of variance (MANOVA) incorporating pre-test covariates. These covariates are related to the 

dependent post-test variables under investigation and reduce the error variance between pre-test and 

post-test results (Dimitrov & Rumrill, 2003). A MANCOVA is used to determine whether there are any 

statistically significant differences between the adjusted means of three or more independent 

(unrelated) groups, having controlled for the pre-test covariates. 

In this study a MANCOVA will be done with as dependent variables learners’ post-test scores on: 

domain knowledge (DK), mastery goal approach (MGA), mastery avoidance approach (MAA), 

performance goal approach (PGA), performance avoidance approach (PAA), learning effort (LE) 

learning confidence (LC), and judgement of learning (JOL) . Condition and learners’ metacognitive 

skilfulness (PMSQ) will be used as independent variables. Learners’ pre-test scores on domain 

knowledge (DK), mastery goal approach (MGA), mastery avoidance approach (MAA), performance goal 

approach (PGA), performance avoidance approach (PAA), learning effort (LE), learning confidence (LC), 

and judgement of learning (JOL) are used as covariates. The main effects, followed by the interaction 

effects, and univariate tests will be reported. Additionally, pairwise comparison with a Bonferroni 

correction will further investigate the found effects. Nonetheless, before conducting the MANCOVA 

test, the variables were tested for normality (Shapiro–Wilks’ test), sphericity (Mauchly's Test of 

Sphericity), and homogeneity of variances (Levene’s test). Figure 2, visualizes the MANCOVA. 

 

Figure 2. Visual representation of the MANCOVA analysis. 

3. Results 
 

3.1. Descriptive statistics 

151 learners were included in the analysis. There were 134 women (88.74%) and 17 men (11.26%) 

aged between 19 and 58 years (M=21.87, SD= 6.84). Learners were assigned to a quartile, based on 

their score on metacognitive skilfulness. The first quartile (n = 38) represented Z-scores between -1.26 

and -.61 (M = -.91, SD = .208), the second quartile (n = 38) between -.60 and -.15 (M = -.39, SD = .157), 

the third quartile (n = 39) between -.14 and .36 (M = .11, SD = .160), and the fourth quartile (n = 37) 

between .39 and 5.38 (M = 1.36, SD = 1.121). Descriptive statistics of learners’ pre-test scores of the 

dependent variables can be found in table 3. 

 

 

Table 3. 



17 of 33 

Descriptive statistics of the pre-test scores. 

Pre-test variables N Min Max M S.E. SD σ2 

Domain knowledge (PDK) 151 0.00 10.00 4.48 0.188 2.306 5.318 

Mastery goal approach (MGA) 151 2.00 5.00 4.07 0.047 0.575 0.331 
Mastery avoidance approach (MAA) 151 1.00 5.00 3.68 0.062 0.759 0.577 
Performance goal approach (PGA) 151 1.00 4.20 2.37 0.060 0.751 0.564 

Performance avoidance approach (PAA) 151 1.80 5.00 3.79 0.051 0.633 0.401 

Learning confidence (LC) 151 1.57 4.43 3.02 0.040 0.498 0.249 

Learning effort (LE) 151 1.90 4.90 3.45 0.041 0.510 0.261 

Judgement of learning (JOL) 151 0.00 0.49 0.07 0.007 0.087 0.008 

To identify if multivariate or univariate tests for further investigation would be most appropriate, 

relationships between the dependent variables were checked. Correlation analysis showed weak (.20-

.39) to moderate (.40-.59) correlations (Evans, 1996) between the different post-test variables, namely 

between PGA and LC (r(149) = .36, p < .001), PAA and MGA (r(149) = .16, p = .043), PAA and MAA 

(r(149) = .51, p < .001), PAA and LC (r(149) = -.16, p < .01), and MAA and LE (r(149) = .38, p < .001). No 

other correlations were found. 

3.2. Pre-test comparison of the experimental and control conditions  

All 151 learners (control = 49, F-condition = 48, and FC-condition = 54) participated in the otter task, 

the prior judgement of learning question, the prior domain-knowledge test, and the pre-test 

questionnaire. The pre-test scores correlated weakly too moderately, so a multivariate analysis of 

variance (MANOVA) was applied to compare learners’ pre-test scores (as dependent variables) for the 

three condition (independent variable). The MANOVA showed no significant differences (F (16, 282) = 

1. 59, Wilk's Λ = .933, p = .71) for experimental and control condition. Nonetheless, the univariate tests 

showed a significant differences for domain knowledge (DK) (F (2, 151) = 3.42, p = .035) among the 

different conditions. Learners in the FC-condition seemed to score significantly (p = .012) higher (MD 

= 1.15) than learners’ in the F-condition. No difference was found for the other variables.  

3.3. The effect of condition and metacognitive skilfulness on learners’ learning behaviour 

 

3.3.1. Condition 

The learners (n=149) included in the event sequence analysis generated 54434 events over the 

timespan of 28 days. A total of 249 frequent sub-sequences were extracted (TimeGap=1; 

pMinSupport=.25). 18 significant discriminant sub-sequences (pValueLimit=.05) were identified. Sub-

sequences contained between two and seven events. Three conditions were compared (control 

condition, F-condition, and FC-condition) through chi-square tests.  

Learners in the control condition made significantly the most use of sub-sequences consisting of Self-

test events followed by other Self-test events (between χ(2) = 83.848, p < .001, V= .56 and χ(1) = 

98.706, p < .001, V= .66). Whereas for the control condition the standardized residuals scores were 

between 6.50 and 7.00, for the F-condition they were between -2.97 and -3.35, and for the FC-

condition between -3.37 and -3.51. Examination of the Cramer’s V scores indicate, according to Cohen 

(1988), large effects (≥.50). Learners in the control condition also made significantly the most use of 

sub-sequences consisting of Self-test events followed by Exercises events. Here chi-square tests 

(between χ(2) = 11.964, p < .001, V= .08 and χ(1) = 16.092, p < .001, V= .11) showed smaller effect sizes 
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(≤.30). The standardized residuals for the control condition were between 2.22 and 2.50, for the F-

condition between -.04 and -.42, and for the FC-condition between -1.96 and -2.33. Learners in the F-

condition (SR between .51 and 1.72) used significantly more sub-sequences related to Exercise events 

followed by other Exercise events (χ²-tests between χ(2) = 6.004, p < .001, V= .04 and χ(1) = 6.546, p < 

.001, V= .05). The control condition’s standardized residuals score were between -1.23 and .82 and the 

FC-condition’s between -1.35 and -.15. Finally, learners in the FC-condition did never demonstrated 

significantly more sub-sequences to any types of events for all significant discriminant sub-sequences.   

3.3.2. Metacognitive skilfulness 

In line with the investigation of the effect of condition on learners’ learning behaviour, the effect of 

metacognitive skilfulness (PMSQ) was also studied. Significant discriminant sub-sequences, based on 

learners’ metacognitive skilfulness (PMSQ) (quartile 1 to quartile 4) were identified. The same analysis 

was applied as when addressing the effect of the condition on learners’ learning behaviour. Only 3 

significant discriminant sub-sequences (pValueLimit=.05) were identified. Sub-sequence contained 

between four and six events. 

The three discrimant sub-sequences, all showed Text events (downloading of one of the two articles 

learners needed to read) followed by Forum events. Learners belonging to the lowest quartile (Q1) 

used these sub-sequences significantly more events (between χ(3) = 7.814, p = .050, V= .23 and χ(3) = 

8.069, p = .044, V= .82) than learners belonging to quartile 2 (SR between .22 and .36), quartile 3 (SR 

between -.02 and -.07), or quartile 4 (SR between -1.89 and -1.99). Examination of the Cramer’s V 

scores indicate according to Cohen (1988) small effects of learners’ metacognitive skilfulness on 

learners’ learning behaviour (≥.50).  

3.3.3. Condition and metacognitive skilfulness 

Finally, to investigate on the interaction of condition and metacognitive skilfulness (PMSQ) on learners’ 

learning behaviour, significant discriminant sub-sequences based on condition and metacognitive 

skilfulness (PMSQ) (1 = low to 4 = high) were identified. 10 significant discriminant sub-sequences 

(pValueLimit=.05) were identified and compared among 12 groups (3 conditions x 4 quartiles). Sub-

sequence contained between three and six events. 

Learners in the control condition belonging to the lowest quartile (Q1) of metacognitive skilfulness 

made significantly the most use of sub-sequences consisting of Self-test events followed by other Self-

test events (between χ(11) = 86.47, p < .001, V= .76 and χ(11) = 101.280, p < .001, V= .82). Examination 

of the Cramer’s V scores indicate according to Cohen (1988) large effects based on condition and PMSQ 

(≥.50). Here standardized residuals score were between 4.41 and 4.68. Their counterpart belonging to 

different quartiles of PMSQ, but to the same condition, used fewer such sub-sequences. For learners 

belonging to the second quartile (Q2), standardized residuals score were between 2.50 and 3.75, for 

learners belonging to the third quartile (Q3), between 2.94 and 3.41, and for the highest quartile (Q4), 

between 2.36 and 2.64. The same observation could be made for learners belonging to the lowest 

quartile (Q1) in the F-condition (SR between -.97 and -1.64) and the FC-condition (SR between -1.75 

and -1.88). Learners belonging to higher quartiles in the F-condition or the FC-condition made less use 

of sub-sequences consisting of Self-test events followed by other Self-test events. Learners in the FC-

condition belonging to the second quartile (Q2) used the least of these sub-sequences (SR between -

1.89 and -2.03). 
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Learners in the F condition belonging to highest quartile (Q4) made significantly more use of sub-

sequences consisting of Self-test events followed by Exercises events. Here Chi squared tests (between 

χ(11) = 20.774, p = .036, V= .37 and χ(11) = 23.431, p = .015, V= .40) showed medium effect sizes 

(between .30 and .50). The standardized residuals were between .83 and 1.16, where they were for 

their counterparts belonging to the third quartile (Q3), between -.83 and -1.27, for learners belonging 

to the second quartile (Q2), between .38 and .75, and for the lowest quartile (Q1), between -.97 and -

1.26. The same observation with regard to sub-sequences consisting of Self-test events followed by 

Exercises events could be made for learners belonging to highest quartile (Q4) of metacognitive 

skilfulness in the control condition (SR between 1.25 and 1.71), but not for learners belonging to this 

quartile in the FC-condition (SR between -1.75 and -1.99). Learners belonging to lower quartiles in the 

control condition or the FC-condition made less use of sub-sequences consisting of Self-test events 

followed by Exercise events. Learners in the FC-condition belonging to the highest quartile (Q4) used 

the least of these sub-sequences (SR between -1.75 and -1.99).  

Finally, learners in the highest quartile (Q4) and the FC-condition did never demonstrated significantly 

more sub-sequences to any types of events for all significant discriminant sub-sequences. 

3.4. The effect of condition and metacognitive skilfulness on learners’ learning outcomes 

For the multivariate tests, the main effect of condition (F (16, 150) = .908, p = .562, Wilk's Λ = .831, ηp
2 

= .09) was not significant, indicating that condition had no direct effect on the dependent variables 

under investigation. In contrast to this, the main effect of learners’ pre-test metacognitive skilfulness 

(PMSQ) was significant (F (24, 218.124) = 1.987, p = .005, Wilk's Λ = .564, ηp
2 = .17), indicating that a 

different degree of skilfulness affects the dependent variables. Here, univariate tests showed that only 

learners’ judgement of learning (F (3, 138) = 6.025, p = .001, ηp
2 = .18) significantly differed depending 

on learners’ degree of skilfulness. Pairwise comparisons using a Bonferroni correction showed that 

learners in the third quartile (Q3) (M = .105) scored significantly less accurate, than learners in the 

lowest quartile (Q1) (MD = -.03, SE = .025, p = .023), the second quartile (Q2) (MD = -.02, SE = .025, p 

= .022), or in the highest quartile (Q4) (MD = -.03, SE = .025, p = .011). Figure 3 shows the mean post-

test scores for judgement of learning per metacognitive skilfulness quartile. 

 

 

Figure 3. Mean judgement of learning post-test scores per metacognitive skilfulness quartile. 
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Results also reveal a significant interaction effect between condition and metacognitive skilfulness (F 

(48, 373.094) = 1.560, p = .025, Wilk's Λ = .591, ηp
2 = .09). The univariate tests showed learners’ 

judgement of learning (F (6, 138) = 3.862, p = .002, ηp
2 = .13) and learning confidence (F (6, 138) = 

1.474, p = .017, ηp
2 = .17) significantly differed depending on the condition learners were in and 

learners’ degree of metacognitive skilfulness.  

Post-hoc comparison using a Bonferroni correction showed that learners belonging to quartile 3 in the 

FC-condition (M = .25) scored significant less accurate than learners in the control condition (MD = -

.11, SE = .051, p = .103) or F-condition (MD = -.17, SE = .042, p < .001) belonging to the same quartile, 

indicating that they were less accurate. The opposite was found for learners belonging to the highest 

quartile (Q4) in the FC-condition (M = .04). Learners belonging to the control condition (MD =.10, SE = 

.048, p = .033) or the F-condition (MD = .01, SE = .042, p = .753) and the same quartile, scored less 

accurate. The other conditions and quartiles configurations did not show any significant differences 

with regard to learners’ judgement of learning. Figure 4 shows the estimate marginal means for 

judgement of learning per condition and metacognitive skilfulness quartile. 

 

Figure 4. Estimate marginal means for judgement of learning per condition and metacognitive 

skilfulness quartile. 

Finally, for learning confidence, post-hoc comparisons using a Bonferroni correction showed that 

learners with the lowest degree of metacognitive skilfulness (Q1) in the F-condition (M = 2.98) scored 

lowest on learning confidence. Learners belonging to the same quartile in the control condition (MD = 

.25, SE = .125, p = .050) or FC-condition (MD = .03, SE = .108, p = .804) scored higher on learning 

confidence. The opposite was found for learners belonging to the highest quartile (Q4) in the F-

condition (M = 3.40) who scored highest on learning confidence. Learners belonging to the same 

quartile in the control condition (MD = -.37, SE = .137, p = .009) or FC-condition (MD = -.18, SE = .129, 

p = .178) scored lower on learning confidence. No other significances were found in the univariate tests 

for learning confidence. Figure 5 shows the estimate marginal means for learning confidence per 

condition and metacognitive skilfulness quartile. 
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Figure 5. Mean judgement of learning post-test scores per condition and metacognitive skilfulness 

quartile. 

4. Discussion  
 

In what follows, first we relate the results to the hypotheses set in the introduction, secondly we 

explore the nature of the results and discuss them in terms of their theoretical and practical 

implications and provide recommendations for future research.  

4.1. Findings 

 

4.1.1. Hypothesis 1: “Cues for calibration affect learners’ learning behaviour.” 

Cues for calibration clearly seem to affect learners’ learning behaviour, so hypothesis one could be 

confirmed. Learners in the control condition made significantly more use of sub-sequences consisting 

of Self-test events followed by other Self-test events compared to the learners in the experimental 

conditions. Learners in the F-condition seemed to use such sub-sequences significantly less, and even 

less so by learners in the FC-condition. Similar findings were found in relation to sub-sequences 

consisting of Exercises events following Self-test events. Learners in the F-condition only used 

significantly more sub-sequences related to Exercise events following other Exercise events compared 

to the learners in the control condition, and learners in the FC-condition who used the sub-sequences 

the least. For all 18 significant discriminant sub-sequences learners in the FC-condition, never 

demonstrated significantly more use of sub-sequences compared to the other two conditions.  

Additionally, independent from the condition also the effect of learners’ metacognitive skilfulness was 

investigated. Here there seemed to be hardly any differences among learners. Learners with the lowest 

degree of metacognitive skilfulness (Q1) made significantly more use of sub-sequences related to Text 

events followed by Forum events. The higher learners’ score was for metacognitive skilfulness, the 

fewer they used these sub-sequences. 

4.1.2. Hypothesis 2: “Cues for calibration affect learners’ learning behaviour differently for 

learners with different levels of metacognitive skilfulness.” 

Based on the following elements hypothesis 2 can be regarded to be confirmed. Learners in the control 

condition belonging to the lowest degree quartile (Q1) made the most use of sub-sequences consisting 

of Self-test events followed by other Self-test events compared to learners in the other groups. 
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Learners in the same condition but with other degrees of skilfulness used these sub-sequences less 

frequently. Learners belonging to the same quartile in the F-condition and the FC-condition exhibited 

the same behaviour. Learners belonging to different quartiles made less use of sub-sequences 

consisting of Self-test events followed by other Self-test events. Learners in the FC-condition belonging 

to the second quartile (Q2) used these sub-sequences the least.  

Learners in the F condition belonging to the highest quartile (Q4) of metacognitive skilfulness made 

significantly more use of sub-sequences consisting of Self-test events followed by Exercises events. 

Learners belonging to the highest quartile (Q4) in the control condition exhibited the same behaviour. 

Learners belonging to different quartiles in the control condition or the FC-condition made less use of 

sub-sequences consisting of Self-test events followed by Exercise events. Learners in the FC-condition 

belonging to quartile 4 used the least of these sub-sequences.  

Finally, learners with the highest degree (Q4) of metacognitive skilfulness in the FC-condition did never 

demonstrated significantly more sub-sequences to any types of events for all significant discriminant 

sub-sequences.  

4.1.3. Hypothesis 3: “Cues for calibration positively affect learners’ learning outcomes.”  

No significant main effect of condition on learners’ learning outcomes could be found. Therefore, 

hypothesis 3 is falsified. However, learners’ metacognitive skilfulness significantly affected learners’ 

learning outcomes. Further univariate analyses have revealed this only to be the case for learners’ 

judgement of learning. Learners with metacognitive skilfulness degrees between -.14 and .36 (Q3) 

judged their learning significantly less accurate on the post-test than learners with other levels of 

metacognitive skilfulness. Explorative analysis showed indications of a curvilinear relationship 

between metacognitive skilfulness and judgement of learning. Figure 6 shows this relationship. 

 

Figure 6. Curvilinear relationship between metacognitive skilfulness and judgement of learning. 

4.1.4. Hypothesis 4: “Cues for calibration positively affect learners’ learning outcomes most 

when learners have high levels of metacognitive skilfulness.” 

Finally, based on the following elements, hypothesis 4 can said to be confirmed although in an 

unexpected direction. Investigating the interaction effect of the cues for calibration (conditions) and 

learners’ metacognitive skilfulness (PMSQ) on learners’ learning behaviour, it became clear that 
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certain constellations of condition and degrees of learners’ metacognitive skilfulness significantly 

affected learners’ learning outcomes. Nonetheless, this was the case only for two dependent variables. 

Univariate tests showed learners’ judgement of learning and learning confidence to be affected by the 

interaction of both independent variables. With regard to judgement of learning, results showed that 

learners with metacognitive skilfulness degrees between -.14 and .36 (Q3) in the FC-condition scored 

less accurate, than learners in the control condition or F-condition belonging to the same quartile. For 

learners with high metacognitive skilfulness degrees between .39 and 5.38 (Q4) of the FC-condition, 

the results showed the opposite. These learners were more accurate than the others were.  

In relation to learning confidence, results showed that learners with low degrees of metacognitive 

skilfulness between -1.26 and -.61 (Q1) in the F-condition scored lowest on learning confidences. 

Learners belonging to the same quartile in the control condition or FC-condition scored higher. The 

opposite result was found for learners with high degrees of metacognitive skilfulness between .39 and 

5.38 (Q4) of the F-condition. These learners scored higher on learning confidence than learners in the 

same quartile for the other conditions. 

4.2. Exploration of the unexpected findings 

The current study yields three major findings. First, the more external feedback learners get and the 

higher their metacognitive skilfulness, the fewer sub-sequences learners use related to self-tests and 

exercises. Secondly, when learners have low degrees of metacognitive skilfulness and receive cues for 

calibration through functional validity feedback, they score significantly lower on learning confidence. 

The opposite is true in the F-condition for learners’ with high degrees of metacognitive skilfulness. 

Learners are more confident. When both functional and cognitive validity feedback are provided, no 

differences are found for any learners. Third and final, learners with high degrees of metacognitive 

skilfulness who receive both functional and cognitive validity feedback are more accurate in judging 

their own learning than other learners. Nonetheless, this is not the case for learners with average 

degrees of metacognitive skilfulness. In conclusion, this study shows that cues for calibration, affected 

learners’ learning behaviour and outcomes, and so self-regulated learning. However, the directions are 

unexpected. Below we provide a possible explanation. 

4.2.1. Learners’ cue use 

In line with current research on the link between instructional interventions and learners’ learning 

behaviour through log-file data (e.g., Rienties, Toetenel, & Bryan, 2015; Wolff, Zdrahal, Nikolov, & 

Pantucek, 2013), the type of calibration cue learners received influenced their learning behaviour. The 

observation that learners in the control condition made significantly more use of certain sub-

sequences compared to the other conditions was rather striking as it contrasts with research reporting 

greater learner involvement with the learning environment and cues provided, when cues for 

calibration are provided (Szabo, Falkner, Knutas, & Dorodchi, 2018; Timmers, Walraven, & Veldkamp, 

2015). However, from a self-regulated learning theory perspective a decrease in particular learning 

behaviour might be explained as follows. When learners are capable to identify the instructional 

requirements set, to comply with them, and so to be successful in achieving the learning outcomes 

targeted, they are self-regulated learners (e.g., Wolters, Won, & Hussain, 2017). In line with this 

reasoning the fewer actions needed to achieve the outcomes targeted the more effective one’s self-

regulated learning is (Winne & Hadwin, 1998). When cues for calibration are provided, including 

functional and cognitive validity feedback (FC-condition), self-regulated learners direct their behaviour 
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towards the information that helps them to achieve the learning outcomes targeted (e.g., Butler & 

Winne, 1995; Dunlosky & Thiede, 2013; Geitz, Joosten-ten Brinke, & Kirschner, 2016; Rienties & 

Toetenel, 2016). When instead learners are only provided with indications about their calibration 

efforts (F-condition) they might act on this feedback and adapt their behaviour by for example making 

more exercises in an attempt to progress (e.g., Tempelaar, Rienties, & Giesbers, 2015). Finally, when 

in contrast learners are not provided with any information about their calibration efforts (control 

condition), it is solely up to them to gather this information, potentially resulting in feedback-seeking 

behaviour (e.g., Harrison, Könings, Schuwirth, Wass, & van der Vleuten, 2015). In conclusion, as a result 

of providing learners with functional and cognitive validity feedback, highly metacognitive skilful 

learners might be selective and only engage in specific goal-directed behaviour, whereas learners 

struggling with controlling their learning might rather perform a plenty-fold of undirected behaviours 

(e.g., Fonseca, Martí, Redondo, Navarro, & Sánchez, 2014; Van Laer & Elen, 2016). 

4.2.2. Learners’ cue interpretation 

As cues of calibration are inevitably interpreted through the lens of one’s self-perceptions, it is 

important to understand how learners interpret the information provided to them (Eva et al., 2012). 

One way of doing this, is through the observation of changes in learners’ learning outcomes. The 

findings of the study presented show that learners receiving functional validity feedback and having 

low degrees of metacognitive skilfulness, scored significantly lower for learning confidence in contrast 

to their counterparts in the control condition. According to research on the effect of cues for 

calibration on learners’ learning confidence (e.g., Van der Kleij, Feskens, & Eggen, 2015), when learners 

are confronted with functional validity feedback, learners’ might interpret the feedback for example 

as an indicator of personal failing or looming problem, rather than as a cue for them to re-calibrate 

(Hattie & Timperley, 2007). Especially when learners have low degrees of learning confidence this 

might be decisive for their further use of cues, as they might relate cues with negative experiences 

(Levine & Donitsa-Schmidt, 1998). In line with this reasoning, research points out that learners 

provided with functional and cognitive validity feedback do not have this problem, as cognitive validity 

feedback directs them to appropriate action to overcome this feeling (e.g., Ridder et al., 2015). 

Functional validity feedback did not only affect learners with low degrees of metacognitive skilfulness 

negatively, functional validity feedback also led to increased learning confidence for learners with high 

degrees of metacognitive skilfulness. Nonetheless, in the light of calibration, learning confidence 

without any performance related increase might lead to overestimation of one’s own capabilities and 

further down the road to a decrease in performance (e.g., Dunlosky & Rawson, 2012). 

4.2.3. Cue’s effectiveness for increased performance 

In line with our findings, Hellrung and Hartig (2013) present, in their systematic literature review, a 

substantial body of literature reporting increased learners’ judgement of learning evoked by the use 

of functional and cognitive validity feedback. However, this was only the case for learners with high 

degrees of metacognitive skilfulness. One possible explanation for this is that learners with high 

degrees of metacognitive skilfulness are more aware of the different underlying strategies potentially 

supporting calibration and re-calibration (e.g., Hacker, Bol, & Bahbahani, 2008). This would result in 

more accurate estimations of one’s performance (Callender, Franco-Watkins, & Roberts, 2016). So the 

information learners receive on the accuracy of their perceived level of performance in relation to their 

actual level, helps them to re-calibrate (e.g., Muis et al., 2016; Winne & Jamieson-Noel, 2002). 

Although for a change in accuracy to occur, learners need insight into the cognitive processes needed 
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to calibrate their learning (e.g., Alexander, 2013; Dunlosky & Thiede, 2013). The combination of 

functional and cognitive validity feedback proved to provide calibration and showed increased 

judgement of learning. Based on the results of accurate calibration, learners monitor their learning and 

select cognitive and metacognitive strategies (e.g., error correction strategies, revision activities, etc.) 

which may help to proceed them in the direction of the desired level of performance (Narciss, 2017). 

The finding that certain learners increased in judgement of learning but not in performance might 

relate to the latter. Even when learners can calibrate external and internal feedback, they might not 

possess or be able to recall the cognitive and/or metacognitive strategies needed to act in a way that 

will produce increased performance (e.g., Pintrich, 2002; Veenman, 1993). This would evoke sub-

optimal self-regulated learning and hamper increased performance. Although we investigated the 

effect of learners’ metacognitive skilfulness based on learners’ domain general ability to control and 

apply cognitive and metacognitive processes, the cues for calibration provided might have lacked the 

potential to evoke the transfer of these processes to a domain specific context (Butler & Winne, 1995). 

This finding has been supported by prior findings (e.g., Ardasheva et al., 2017; Dinsmore & Fryer, 2018) 

indicating that cues on the use of cognitive and/or metacognitive strategies should strongly align with 

the content provided (e.g., Alexander, 2018; Tricot & Sweller, 2014). 

5. Further directions and conclusions 
 

The present study documents fine-grained insights into the relationship between learners’ self-

regulated learning and cues for calibration. To obtain these insights, we first investigated learners’ 

calibration-cue use based on learners’ individual differences. Secondly, we operationalized self-

regulated learning through learners’ learning behaviour and outcomes. Investigating both learning 

behaviour and outcomes provides insights on learners’ self-regulated learning, as well as on the nature 

of cues’ effects. The current study reveals that differences in learner behaviour were related to 

condition and learners’ metacognitive skilfulness, thus establishing a link between learners’ self-

regulated learning and cues for calibration. Finally, in the discussion of the results, we unravelled the 

effect of the design and content of the cues for calibration provided and hypothesized that when cues 

for calibration are provided through functional and cognitive validity feedback, learners’ calibration 

capabilities will increase. Yet for this to result in goal-directed self-regulated learning and so increased 

achievement, learners not only need to be supported in identifying and recalling the cognitive and 

metacognitive strategies needed, but also directed to how to apply the cognitive and metacognitive 

strategies in their context. 

5.1. Further directions 

To further enrich our understanding, some challenges need to be addressed. A first challenge is the 

sample-size. A total of 151 learners were involved in the study – 48 in the control condition, 49 in the 

F-condition, and 54 in the FC-condition, which according to Field (2013) is an appropriate rule of thumb 

for testing the effect of three conditions (≥ 30 participants per condition). Nonetheless, for testing the 

interaction between condition and metacognitive skilfulness, more learners per condition might be 

advisable and so the power of some of the presented statistics might be debatable. A second challenge 

relates to the use of a data-driven approach to analyse learners’ learning behaviour and its arbitrary 

parameter setting. As theoretical insights can be derived from the results of data-driven trials, 

contributing to such an approach may prove more promising than, for example, recoding events as 

(covert) metacognitive strategies or activities. In further research, this data-driven approach might be 
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explored by experimenting with different parameter settings or a combination of data-driven and 

theory-driven approaches might be taken. With regard to the latter, this could be achieved for example 

by recoding events or sub-sequences based on a theoretical framework unrelated to self-regulation 

theory (for example a tool-use scheme). This would make the sub-sequences identified more 

meaningful and so interpretable. The third and final challenge relates to the relation between learners’ 

self-regulated learning and the effect of cues. In this study the design of the cues and learners’ 

metacognitive skilfulness were related to learners’ learning behaviour. To be able to identify 

meaningful learning behaviour in the light of learning outcomes, future research might want to model 

the path of how different types of learners use the cues for calibration provide, leading them to certain 

learning outcomes for example through Hidden Markov Modelling.    

5.2. Conclusions 

Given the current lack of certainty regarding the effects of cues for calibration on learners’ self-

regulated learning, teachers and instructional designers remain dependent on inconsistent conceptual 

claims that cues for calibration may improve self-regulated learning. Studies such as the one presented 

here help both researchers and practitioners to distinguish between the effect of cues for calibration 

and how learners react to them. Establishing more fine-grained links between learners’ characteristics, 

learning behaviour, and learning outcomes could help us propel the investigation of the effect of cues 

in intervention research.  
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How can teachers support student interaction during computer-supported collaborative 

learning? An exploratory case study in a higher education setting for hands-on learners 

Abstract 

This study focused on how teacher support might influence students’ interactions during collaboration. 

As little research on computer-supported collaborative learning (CSCL) is conducted in contexts that 

include students with a background in vocational or technical secondary education, an exploratory case 

study was carried out with 1 teacher and 10 students with prior craft knowledge aiming to become 

vocational teachers. The purpose was to make visible, with empirical examples, how teacher support 

might contribute to more productive student interaction during CSCL. General understanding on the 

quality of student interaction during collaboration was obtained through qualitative content analysis, 

while a detailed interpretative analysis of the dialogues between the teacher and the groups made it 

possible to trace different interaction patterns. The results suggest that it was hard for both students and 

the teacher to empower productive interactions. Two interaction patterns showed to be effective: the 

pattern in which the teacher takes the role of the devil’s advocate, and the pattern in which the teacher 

provides gradual assistance. The latter finding suggests that not only the type of questions, but also the 

order of the questions asked by the teacher, is important. 

 

 

Introduction 

Since the 1990s, computer-supported collaborative learning (CSCL) is increasingly receiving attention 

in educational research, often with the aim to foster productive interactions between group members, 

which in turn should produce desired learning outcomes (Dillenbourg, Järvelä, & Fischer, 2009; 

Lazonder, 2005). However, previous research has shown that effective collaboration, in which students 

go beyond the comparison of information and focus on jointly building new knowledge, often does not 

occur spontaneously (Dillenbourg, 2002; Mayordomo & Onrubia, 2015; Onrubia & Engel, 2012). 

Research therefore suggests that providing additional support is necessary for optimizing student 

interaction during collaboration (Dillenbourg, 2002). For example, one approach to support students’ 

interaction is providing just-in-time teacher support. This means that the teacher provides calibrated 

support to the groups during the collaboration process (Kaendler, Wiedmann, Rummel, & Spada, 2014; 

Onrubia & Engel, 2012; Puntambekar & Hübscher, 2005).  

Although a large amount of research has been focusing on supportive measures to enhance the 

effectiveness of collaborative learning (Dillenbourg, 2002), research in contexts that include students 

with a background in vocational or technical secondary education is under-represented within the field 

of CSCL (Schwendimann, De Wever, Hämäläinen, & Cattaneo, 2017). These students, referred to here 

as hands-on learners, typically prefer to learn through hands-on experiences and demonstrations, and 
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are less familiar with problem-solving and CSCL (Hämäläinen, De Wever, Malin, & Cincinnato, 2015; 

Hämäläinen, De Wever, Nissinen, & Cincinnato, 2017). Moreover, previous research in this context has 

shown that these students often lack strategies to get the most out of the collaboration, or to decide 

together upon how to tackle a collaborative task (Boelens & De Wever, 2017). This indicates a need to 

identify beneficial ways to support hands-on learners in CSCL. In the present study, we therefore 

examine the influence of just-in-time teacher support on hands-on learners’ interaction during 

collaboration. The aim is to illustrate, with empirical examples, how teacher support can foster hands-

on learners’ interaction during CSCL, and consequently lead to more effective collaboration. The 

remainder of this introduction proceeds as follows: first a brief overview of the literature is given that 

points out what effective collaboration or productive interaction entails, and afterwards different ways 

to promote productive interaction during CSCL through teacher support are discussed. 

Promoting productive interaction during collaboration 

Previous work has stated that productive interaction is not merely sharing ideas or knowledge with each 

other, but also treating each other’s opinions critically and negotiating about the content (De Wever, 

Van Keer, Schellens, & Valcke, 2009; Gunawardena, Lowe, & Anderson, 1997; Onrubia & Engel, 

2012). Gunawardena et al. (1997) argue that this process of collaborative knowledge construction 

evolves through five levels. The first two levels represent the lower mental functions: sharing and 

comparing information (level 1), and identifying areas of disagreement (level 2). The latter three levels 

represent higher mental functions, including: negotiating meaning and co-construction of knowledge 

(level 3), testing and modifying the proposed synthesis that resulted from co-construction (level 4), and 

applying the newly co-constructed knowledge (level 5) (De Wever et al., 2009; Gunawardena et al., 

1997).  

However, numerous studies have pointed out the difficulty of reaching the more advanced levels of 

collaborative knowledge construction (e.g. Dillenbourg, 2002; Mayordomo & Onrubia, 2015; Onrubia 

& Engel, 2012). As a result, research has called out to involve the teacher more closely in the 

collaboration process to support productive student interaction on a just-in-time basis (Dillenbourg et 

al., 2009; Hämäläinen & De Wever, 2013; Hmelo-Silver, Duncan, & Chinn, 2007; Mayordomo & 

Onrubia, 2015). In particular, the teacher has a central role to monitor and diagnose student interaction 

during collaboration, and to provide groups with adaptive support (Kaendler et al., 2014; Puntambekar 

& Hübscher, 2005). This teacher support may have the purpose of both facilitating the learning or 

interaction process, and providing content knowledge based on students’ needs (Hmelo-Silver et al., 

2007). For instance, the teacher can provide just-in-time support by prompting, advising, asking thought-

provoking questions, or giving additional explanations to students during collaboration (Kaendler et al., 

2014). As such, the teacher becomes an active participant in the group’s discussion. 
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Previous research has identified different types of support to facilitate interaction during collaboration. 

For instance, Fahy et al. (2000) distinguishes five kinds of contributions: vertical questioning, horizontal 

questioning, statements, reflections, and scaffolding. As shown in Table 1, the intention of the teacher, 

or the expected response from (one of) the group (members), is different for the five categories. Other 

research has observed two types of teacher support: a knowledge-providing approach, in which teachers 

actively introduced new information, and a joint problem-solving approach, in which teachers asked 

specifying questions and continued shared problem solving (Hämäläinen & De Wever, 2013). These 

two types of support had a different effect on student interaction (Hämäläinen & De Wever, 2013). In 

the former approach, students’ reaction was to provide knowledge, while in the latter approach, students’ 

reaction was more directed to joint problem-solving (Hämäläinen & De Wever, 2013). In short, although 

some research has been carried out on teacher support to enhance students’ interaction during 

collaboration, there is still very little understanding of how this kind of support is organized in detail. 

There is a need for specific guidelines regarding teacher support to promote hands-on learners’ 

interaction during CSCL tasks. 

Table 1. Types of support to facilitate interaction as described by Fahy et al. (2000). 

Type of support Intention 

Vertical questioning Ask questions to acquire information from others 

Horizontal questioning Ask questions to initiate a dialogue or discussion 

Statements Provide information or corrections to others 

Reflections Provide insight in internal conflicts, reasoning processes, doubts, beliefs 

Scaffolding Invite others to comment, by for instance naming others 

 

As of yet, however, the studies that are focusing on CSCL in vocational education and training settings 

(e.g. Hämäläinen & De Wever, 2013), often take place in a setting that addresses concrete professional 

tasks, while the learning tasks in the present study are more in line with learning in academic, higher 

education settings. To sum up, the students in this study are similar to those in vocational education and 

training research, while the instructional context in this study is closer related to the higher education 

context. Situated against this background, the present study deals with the effect of teacher support on 

student interaction during CSCL. Two research questions are formulated, of which the first one aims to 

provide an overall view of what happened during the group work, and the second aims to provide 

detailed insight in the kind of teacher support: 

1. Which levels of collaborative knowledge construction are attained by the groups, and what is 

the influence of teacher support on these levels of collaborative knowledge construction? 

2. What interaction patterns emerge from the interplay between teacher support and how students 

respond to that support during collaboration?  

Method 

Research setting and participants 
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The present study is part of a research project on the design of blended learning environments for hands-

on learners. This study is situated in a teacher training program, in which hands-on learners or students 

with a degree of vocational or technical secondary education (e.g. bakery, electricity, hairdressing) aim 

to become teachers in vocational programs (see also Boelens, Voet, & De Wever, 2018). Participants in 

this study were ten students (two male and eight female) and their teacher (female). The students were 

divided into two dyads and two triads, and decided themselves about the composition of the groups. The 

average age of the students was 27 years (SD=6.17, range=21-39). The students indicated that they had 

little to no experience with CSCL. The age of the teacher was 43 years and she was involved in the 

design and construction of the learning task. The teacher had limited experience in fostering productive 

interaction during CSCL. 

Design of the CSCL task 

To facilitate productive student interaction, the group work was organized by the star group work 

coordination approach (Onrubia & Engel, 2012). This means that, prior to starting working together as 

a group, students first had to produce an individual contribution (i.e. gather and summarize information) 

to the group task (Onrubia & Engel, 2012). Also, students received clear instructions and examples of 

how they could engage in productive discussions with each other in a constructive way. This was done 

by encouraging them to take on several roles (e.g. moderator and summarizer) in the discussion (see e.g. 

De Wever, Van Keer, Schellens, & Valcke, 2010) and by providing them specific examples on how they 

could formulate and support their opinions. An example of the latter, was this specific guide: (a) 

formulate your opinion (e.g. “I prefer the second definition”), (b) elaborate on your opinion (e.g. “this 

definition is the most complete because the three criteria (i.e. retardation, didactic resistance, no clear 

cause) for the diagnosis of dyslexia are present”), and (c) provide an example (e.g. “‘despite good 

approach’ refers to didactic resistance”). 

The purpose of the CSCL task was that the four groups all studied another learning or developmental 

disability, and afterwards presented their work to each other. Students were required to gather and 

process information about this specific disability, and the group had to formulate several supportive 

measures to cope with a learning or development disability in their classroom practice. A process 

worksheet that structured the CSCL task by introducing 7 main steps with in total 20 underlying 

subtasks, guided the groups towards the end product (van Merriënboer & Kirschner, 2013) (see 

Appendix A for an example). After an introductory face-to-face meeting, the groups had three weeks to 

complete the first five subtasks of their CSCL task using the online environment. After these three 

weeks, the groups had a face-to-face meeting to complete the remaining 15 subtasks. Students 

collaborated in a shared Google document, and were instructed to use the Google forum to interact with 

each other during the online part of the task. 
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The teacher observed the group discussions both in the online and the face-to-face environment. On a 

just-in-time basis, the teacher diagnosed and supported student interaction with the purpose of fostering 

students to go beyond sharing and comparing of information, and thus guiding the interaction toward a 

higher level of collaborative knowledge construction. In particular, the teacher asked questions to 

stimulate students to clarify, elaborate, and reflect on their ideas. The teacher could make use of specific 

guidelines and prompts to help her to diagnose and support the group discussions. 

Data collection and analysis 

Direct measures were used to investigate students’ levels of collaborative knowledge construction and 

the support provided by the teacher, by logging the students’ and teacher’s postings in the forum (69 

separate messages), and recording the face-to-face interaction during collaboration with audio recorders. 

These recordings lasted on average 1:59:37 hours (SD=0:12:39, range=1:45:43-2:12:37) and were 

transcribed. In this way, we were able to capture and analyze all interaction (both online and face-to-

face) related to the group work. 

Levels of collaborative knowledge construction 

Objective units that are defined by the original author or speaker (De Wever et al., 2009; Gunawardena 

et al., 1997; Henri, 1991) were chosen as units of analysis. To analyze students’ online contributions, 

messages were selected as unit of analysis (n=67), while for analyzing students’ face-to-face 

contributions, turn takes were selected as unit of analysis (n=3293). The coding and analysis procedure 

consisted of three consecutive stages. The first stage served to identify the contributions in which 

students are interacting about the content of the task, i.e. content-related interaction. Content-related 

interaction included units in which the content of the task was discussed, such as sharing content-related 

information, questions, comments, requests, information sources, or discussion of that content (Onrubia 

& Engel, 2012; Strijbos, Martens, Prins, & Jochems, 2006). Contributions that were related to the 

coordination of the group, social issues, technical issues, or other parts of the course were excluded from 

analysis. Two coders analyzed 464 (14%) units together, and all other units (n=2896) were coded 

independently. To determine the level of correspondence among these coders, Krippendorff’s alpha was 

calculated (α = 0.69).  

In the second stage, the units labeled as content-related interaction (n=1541, 46% of all interaction) were 

analyzed to determine the levels of collaborative knowledge construction. For this, the interaction 

analysis model of Gunawardena et al. (1997) and the corresponding coding scheme defined by 

Gunawardena et al. (1997) and refined by De Wever et al. (2009) was used to conduct a qualitative 

content analysis. Two independent coders carried out the coding activity. After working with coding 

examples for each level of knowledge construction, 254 (20%) units were coded together to discuss and 

elaborate on the coding process. All other units (n=1287) were coded independently. The reliability of 
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coding the level of collaborative knowledge construction for each unit was checked by Krippendorff’s 

alpha (α=0.65). 

In the third stage, a way was sought to make the data more accessible and meaningful to produce results. 

In this respect, the data was aggregated at subtask level (n=20 subtasks) to extract for every subtask the 

highest level of collaborative knowledge construction. As such, we identified the subtasks in which 

students reached the more advanced levels of collaborative knowledge construction. The reliability of 

coding the level of collaborative knowledge construction for each subtask was checked by 

Krippendorff’s alpha (α=0.69). All disparities were discussed by the two independent coders until 

agreement was reached on all codes. 

Teacher support 

To analyze the teacher’s online contributions, messages were selected as unit of analysis (n=2), while 

for analyzing the teacher’s face-to-face contributions, turn takes were selected as unit of analysis 

(n=205). The coding and analysis procedure consisted of three consecutive stages. The first stage served 

to identify the contributions in which the teacher support had the purpose of facilitating the interaction 

process or providing content knowledge. Contributions that were related to the coordination of the group 

(e.g. statements with reference to time, signaling that a group is not performing according to the task 

division), social issues, technical issues, or the course in general were excluded from analysis. After 

coding each unit, the coders indicated for each subtask whether or not the teacher provided support that 

was aimed to facilitate the interaction process or to provide content knowledge. This was the case for 

11 out of the 20 subtasks. Both coders independently analyzed the data and agreed with each other about 

all subtasks. In this way, the analysis of the teacher support could be aligned with the levels of 

knowledge construction attained by the students. 

In the second stage, the dialogue between the teacher and the students in these 11 subtasks was further 

analyzed. For each subtask, it was investigated whether the teacher support had an influence on the 

levels of collaborative knowledge construction. For example, when the group’s discussion was situated 

in level 2 or higher, both coders independently analyzed whether this was due to the support of the 

teacher. This was done based on how the students responded (one or more contributions) to the support 

of the teacher (one or more contributions). The two coders analyzed three subtasks together, and then 

coded the other eight subtasks independently. Since both coders agreed with each other about all 

subtasks, reliability was ensured and no further discussion was needed. 

The third coding stage also focused on the 11 subtasks in which the teacher provided support, and aimed 

to identify the different interaction patterns that emerged from the interplay between teacher support and 

how students responded to that support. Previous coding schemes have focused on student interaction 

(e.g. De Wever et al., 2009) or teacher support (Onrubia & Engel, 2012) independently from each other. 

However, to analyze the interplay between student interaction and teacher support in the present study, 
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a coding scheme that concentrates specifically on patterns that occur during these dialogues was needed. 

As such, we developed a coding scheme that was informed by the interaction patterns defined by Fahy 

et al. (2000). Further elaboration of these patterns and one new pattern were deduced from the empirical 

material collected for this study by the first author. In this way, four patterns were distinguished based 

on Fahy et al. (2000): pattern of (1) gradual assistance, (2) the devil’s advocate, (3) appointing group 

members who are less actively participating, and (4) question and answer. A fifth pattern, sharing 

general advice, was deduced from the data. 

 

Results 

The results section consists of two parts. In the first part, we aim to present an overall picture of students’ 

levels of collaborative knowledge construction and the provided support by the teacher based on the 

data at sub-task level. In the second part, we zoom in on the interplay between students’ interaction and 

teacher support, through a fine-grained interpretative analysis of the dialogues that took place. 

Levels of collaborative knowledge construction and teacher support 

To shed light on students’ interaction levels within the four groups, Figure 1 plots their highest reached 

level of collaborative knowledge construction for each subtask. The subtasks are presented on the 

horizontal axis, while the highest achieved level of collaborative knowledge construction is indicated 

on the vertical axis. Overall, Figure 1 shows that most of the discussions were situated at the less 

advanced levels (level 1 and 2) of collaborative knowledge construction. However, what stands out in 

the results is that there is an important difference between the four groups in terms of the achieved levels 

of collaborative knowledge construction. Group 1 and 4 achieved more advanced levels of collaborative 

knowledge construction (i.e. level 3 and higher), while the discussions in group 2 and 3 were mostly or 

exclusively situated in the less advanced levels of collaborative knowledge construction (i.e. level 1 and 

2). 

The teacher provided support that aimed to facilitate the interaction process or to provide content 

knowledge in 11 subtasks. Regarding the influence of the teacher support, only in two subtasks the 

group’s discussion was facilitated to a higher level of collaborative knowledge construction. Figure 1 

shows for each group when the teacher provided support and whether this resulted in a higher level of 

collaborative knowledge construction. The semicircle arrows indicate that the teacher support had no 

influence on the level of collaborative knowledge construction, while the upwards arrows show to which 

level of collaborative knowledge construction the discussion was stimulated by the teacher. 
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Figure 1. Levels of collaborative knowledge construction (Y-axis) attained by the groups, and influence of teacher support (indicated by arrows) over the 20 

subtasks (X-axis). 

Note. When no level is indicated for a subtask, there was no information available about how the students interacted with each other. 
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Interaction patterns 

To better understand what actually happened when the teacher provided support, these 11 dialogues 

were studied in detail. Based on the interaction analysis, five interaction patterns could be discerned 

regarding the interplay between students’ interaction and teacher support, of which two showed to be 

effective to stimulate students to reach a higher level of collaborative knowledge construction. In this 

section, these patterns are illustrated (excerpts of the interaction between the students and the teacher 

can be found in Appendix B). The names in the next paragraphs are pseudonyms that refer to the students 

in the study. 

Pattern A: Gradual support 

In this pattern, the teacher gradually stimulated students’ discussion to a higher level of collaborative 

knowledge construction. This pattern occurred only once, in students’ interaction during collaboration 

of group 1 (Esra, Lucas, and Victor, see Appendix C for more background information on their 

collaboration process). An excerpt of the interaction between the teacher and the students is provided in 

Appendix B. As can be seen from the excerpt, the support was initially started by the teacher, at a 

moment where students identified disagreement with each other and were searching for a way to reach 

consensus. At the request of the teacher, the group members shared and compared their information 

again, and identified areas of disagreement. In addition, they started to negotiate about the relative 

weight to be assigned to the different arguments or sources. The teacher first posed concrete and specific 

questions to ensure that all students displayed the information they individually retrieved (e.g. what 

information did you find in this book?), and stated where they retrieved that information (e.g. what book 

did you use?). Afterwards, she stimulated the students to decide how much weight they should assign 

to the type of source or argument (e.g. do you think a forum is a reliable source? What would be a 

reliable source?). In short, the teacher first asked open questions related to level 1 of collaborative 

knowledge construction, then she shifted to questions related to level 2, and finally the teacher provided 

support related to level 3. The teacher brought no new information to formulate a solution. In this way, 

the teacher managed to take the discussion to a higher level of collaborative knowledge construction. 

Pattern B: The devil’s advocate 

The second pattern implied that the teacher expressed doubts about a certain solution to elicit students 

to restate their position. This pattern occurred once, in students’ interaction during collaboration of group 

4 (Olivia, Mia, and Anna, see Appendix C for a description of their collaboration process). As can be 

seen from the excerpt in Appendix B, the teacher was listening to the students’ discussion, and 

spontaneously provided support. At that specific moment, the group was processing the task rather fast. 

The teacher provoked their thinking by questioning one of their earlier retrieved solutions (e.g. is it not 

more than 1%?). This stimulated the group to go back to their individual contributions and reformulate 

what they had found in group. Mia restated their position, and advanced an additional argument in its 

support by referencing to what they found in the literature (e.g. we found that 40 to 60 thousand people 
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have ASD) and arguing that it is about the population in Flanders. Although the teacher tried to provoke 

more arguments and negotiation, the group provided no concrete arguments why this solution is the 

right one, and focused on the next subtask. The teacher no longer asked any further questions. In short, 

the teacher managed to stimulate the group to restate their position and provide arguments to support 

their position (level 2 of collaborative knowledge construction). To do this, the teacher expressed 

disagreement or doubts about a certain solution, without bringing new information or arguments to 

formulate a solution. 

Pattern C: Sharing general advice 

In each group, the teacher provided once general advice to stimulate students’ interaction to a higher 

level of collaborative knowledge construction. To illustrate this pattern, an excerpt of the interaction of 

group 2 (Sophie and Emma, see Appendix C for a description of their collaboration process) is presented 

in Appendix B. The excerpt shows that the teacher reminded the students to display and discuss about 

their individual opinions. The teacher did not refer to a specific aspect of the task or did not ask a 

concrete question to elicit individual ideas or opinions. Consequently, this pattern showed no direct 

effect on the levels of collaborative knowledge construction reached by the groups.  

Pattern D: Appointing group members who are less actively participating 

The teacher attempted four times to involve a group member who was not actively participating in the 

group work at a certain point in the time. This occurred in three of the four groups (group 1, 3, and 4). 

The teacher attempted to involve an individual group member by, for instance, asking explicitly for 

his/her opinion about a certain topic, to elicit the comparison of information and identification of areas 

of (dis)agreement. However, the teacher often used closed questions to involve group members who 

were less actively participating what resulted in short and concise answers, or did not react when a 

student was not answering immediately. Consequently, the interventions did not lead to more productive 

interaction. For example, Appendix B presents an excerpt of the interaction of group 4. 

Pattern E: Question and answer 

In this pattern, the teacher tried to provoke new information, knowledge or ideas of the group members 

by asking concrete and open questions about the content. This pattern occurred only once, in students’ 

interaction during collaboration of group 3 (Charlotte and Eva, see Appendix C for a short description 

of their collaboration process). In Appendix B, an excerpt of the interaction between the students and 

the teacher is presented. It can be seen from the data that the attempt to elicit a productive discussion 

failed, as the students provided mainly short answers, and agreed with each other without further 

negotiation or argumentation.  

Discussion 

The two major findings of this study can be summarized as follows. First, although two of the four 

groups reached more advanced levels of collaborative knowledge construction in a few occasions, 



11 
 

discussions in all groups generally were rather limited to sharing and comparing information and ideas, 

and teacher support seemed to have little influence on students’ interaction. Second, five different 

interaction patterns were identified that provide more detailed insight in the interplay between teacher 

support and student interaction, and two of those seemed to be more effective than the others. In what 

follows, we discuss these findings in detail. 

First, discussions between the group members were often restricted to sharing and comparing 

information and ideas, and also teacher support had only a limited effect as to fostering more advanced 

levels of collaborative knowledge construction. The finding that it seems to be hard for students to reach 

more advanced levels of collaborative knowledge construction, is in line with previous research in 

vocational education settings (Hämäläinen & Oksanen, 2012), and even in higher education settings (De 

Wever et al., 2010). Not surprising, previous research in the field already called for an active role of the 

teacher during the collaboration process (Dillenbourg, 2002; Hämäläinen & Oksanen, 2012; Kaendler 

et al., 2014; Onrubia & Engel, 2012). However, contrary to the findings of Hämäläinen and Oksanen 

(2012), our results pointed out that it is not evident that teacher support leads to more productive 

interaction during collaboration. A possible explanation for this result might be the fact that one teacher 

had to monitor and support four groups at the same time. In particular, the teacher was not involved in 

the whole collaboration process of each group, as was the case in the study of Hämäläinen and Oksanen 

(2012). This might made it harder to provide adaptive support on a just-in-time basis. Our results once 

again demonstrate that monitoring and supporting students’ interaction during collaboration is a 

complex and challenging task (Hämäläinen & Oksanen, 2012; Kaendler et al., 2014). As such, there is 

still an important task for professional development initiatives on teacher support to enhance students’ 

collaboration process on a just-in-time basis. Finally, another possible explanation might be that 

although the teacher in our study could rely on guidelines to shape the support during collaboration, the 

teacher did not have the time to develop her competency to monitor and support students’ interaction as 

this was the first task in which she made use of the guidelines. In addition, also students in this study 

had less or no previous experience with working jointly on a CSCL task. More practice moments in the 

future, for both the teacher and the students, might be needed to learn how to empower productive 

interaction. 

Particularly interesting is the second major finding, as five different interaction patterns were identified, 

of which two showed to be effective. The question is, however, why some of these patterns were 

effective, while others were not. In what follows, we first discuss two relatively frequent occurring 

patterns that showed no direct effect on student interaction. In addition, we discuss the three remaining 

patterns, that only occurred once during the collaboration, and of which two seemed to be effective to 

foster more productive interaction. 
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Two patterns that showed to be less effective to foster productive student interaction, occurred several 

times during collaboration: sharing general advice and appointing group members who are less actively 

participating in the group work. First, the teacher provided in each group general advice, what never 

(immediately) resulted in more productive interaction. This result may be explained by the fact that this 

kind of support is too general and not situated at a specific aspect of the CSCL task. Another possible 

explanation might be that the teacher posed closed questions, such as “have you reached consensus?” In 

this specific case, the question “how did you reach consensus?” might elicit more reasoning and 

productive interactions. Second, the teacher intervened four times to involve certain group members in 

the discussion. This did not provoke the desired response, as some students did not react on her question, 

or others simply answered that they agree with the other group members. Subsequently, the teacher 

made no attempt to provoke further interaction. These results strengthen our earlier stated claim that 

professional development initiatives are needed for passing on good practices to teachers that show how 

adaptive support during collaboration (e.g. posing questions in a specific way) can provoke student 

reasoning and productive interaction (see e.g. the Socratic dialogue, as described by Collins, 1976). 

Each of the three following patterns occurred only once during collaboration: gradual assistance, the 

devil’s advocate, and question and answer. While the first two patterns showed an effect on student 

interaction, the question and answer pattern did not. The three patterns have in common that the teacher 

asked mainly open questions related to a specific part of the CSCL task with the intention to provoke 

joint problem-solving. However, there are three remarkable differences between both patterns provoking 

a more productive discussion and the pattern that did not.  

First, a difference was found in involving the group members in the discussion. In both cases where the 

teacher provokes more productive interaction, the teacher manages to give the floor to two or three 

different group members. By way of contrast, in the question and answer pattern, mostly one of the 

group members responds to the teacher’s questions, while the other student only provides confirmative 

statements. Consequently, this may explain why this pattern did not lead to more productive interaction, 

as this entails group members who not only share their individual ideas, but also treat each other’s 

opinions critically (Onrubia & Engel, 2012). 

A second difference is that in both effective patterns, the teacher especially asked questions related to 

the subject-matter without providing new knowledge, while in the less effective pattern, she does 

provide information to the group. This might explain in part the effectiveness of teacher support, as 

previous research showed that a teacher who goes beyond the provision of information, and asks students 

questions that require elaborating on their opinions, might be more powerful to elicit negotiation of 

meaning (Vosniadou, Ioannides, Dimitrakopoulou, & Papademetriou, 2001). This is also consistent with 

findings of previous work (Hämäläinen & De Wever, 2013), that has shown that when the teacher asks 

questions and contribute to problem-solving instead of provide knowledge, students are more engaged 
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in joint problem-solving. For instance, when the teacher takes the role of the devil’s advocate, this may 

lead to conflict-oriented consensus building in which students may be pushed to provide better and more 

arguments for their position (Weinberger & Fischer, 2006). In contrast to quick consensus building, or 

accepting others’ contributions to be able to continue (Weinberger & Fischer, 2006), the former style of 

reaching consensus helps students to reach more advanced levels of collaborative knowledge 

construction (Weinberger & Fischer, 2006; Weinberger, Stegmann, & Fischer, 2007).  

A third difference between both patterns that provoked productive interaction and the pattern that did 

not, might be related to the group dynamics. Both groups in which the teacher managed to stimulate a 

more productive dialogue, were visibly motivated and had also in general more productive interactions. 

The other group seemed less motivated to produce qualitative discussions, and their dialogue was 

exclusively situated at less advanced levels of collaborative knowledge construction. A likely 

explanation might be that the same kind of support has a different effect for particular individuals or 

groups depending upon their specific competences (Cronbach & Snow, 1969), and that, for instance, 

those groups that already performed better benefit more from teacher support (Otto & Kistner, 2017). 

This might be caused by the group itself, or, another possible explanation might be that it is easier for 

the teacher to provide adaptive support to groups that already have a rather productive discussion. 

However, we have little evidence for this, and future studies on this topic are therefore recommended. 

Limitations and suggestions for further research 

A limitation of this study is that some of the identified patterns did not emerge repeatedly and were not 

observed in all groups' interaction. Two patterns, sharing general advice and appointing group members 

who are less actively participating, occurred more often and in (almost) all groups, which makes our 

point stronger that they are probably not effective. The other three patterns, i.e. gradual assistance, the 

devil’s advocate, and question and answer, however, were observed only once. Although it was not our 

aim to provide proof, but rather to make visible what kind of teacher support worked well, more 

occurrences of these patterns could strengthen our findings. Nevertheless, this study answers the current 

need for exploring ways to foster hands-on learners’ joint problem-solving competencies (Hämäläinen 

et al., 2017). As such, we provide specific advice for teachers involved in these settings in the next 

section. However, to develop a full picture of how the teacher can optimize students’ interaction during 

collaboration, further studies will be needed with, for instance, a more longitudinal focus, investigating 

the evolution of student interaction and teacher support during consecutive CSCL tasks. Another 

important issue for future research is including a larger sample with more students and more teachers, 

to make more substantiated claims about the effectiveness of interaction patterns. 

Implications 

The aim of the present study was to make visible, with empirical examples, how teacher support might 

contribute to more productive student interaction during collaboration. General understanding on the 
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quality of student interaction during collaboration was obtained through qualitative content analysis. In 

addition, a detailed interpretative analysis of the interplay between teacher support and student 

interaction made it possible to trace five different interaction patterns and to understand how the teacher 

could contribute to more productive student interaction during collaboration. The results hold two 

important implications to both theory and practice.  

First, based on the findings of the present study, some recommendations can be made to support hands-

on learners in CSCL tasks. More specifically, when teachers aim to foster more productive interaction 

during collaboration, the following five guidelines might be helpful: (1) provide support related to a 

specific part of the task, (2) give the floor to all the group members to elaborate on opinions and ideas, 

(3) focus support on asking questions that require reasoning and elaboration of students’ own opinions, 

(4) provide gradual assistance, i.e. start with the less advanced levels of collaborative knowledge 

construction to gradually lift the discussion to higher levels of collaborative knowledge construction, 

and (5) take the role of the devil’s advocate by questioning statements and directions suggested by the 

group.  

Second, although the present study was explorative, the five interaction patterns that were discerned 

contribute to the field of study that aims to find more knowledge on how teachers can provide support 

to promote productive interaction during collaboration (see e.g. Hämäläinen & De Wever, 2013; 

Kaendler et al., 2014; Onrubia & Engel, 2012). The findings reported here point out that not only the 

kind of questions, but also the order of the questions, determined students' collaboration process. These 

results can inform new targeted interventions aimed at promoting productive interaction between 

students during collaboration.  
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Appendix A. Example of a process worksheet 

Step 1: How to define dyslexia? 

 Subtask 1. Share the individual retrieved definitions of all group members, and note them below. 

Which definition do you prefer, and explain why you prefer this definition?  

Step 2: How to diagnose dyslexia? 

 Subtask 2. Who should you refer to as a teacher in the case of a suspicion of a pupil with dyslexia? 

Subtask 3. What are the diagnostic criteria for dyslexia? Explain in your own words. 

 Subtask 4. Which diagnostic criteria do you recognize in this case? Provide the criterion and 

explain why this is an example of the criterion. [case description] 

 Subtask 5. What are – according to you – the most important advantages and disadvantages of the 

diagnosis dyslexia? Provide two advantages and two disadvantages. Explain in your own words. 

Step 3: What are the signs and symptoms of dyslexia? 

 Subtask 6. Provide five examples of behavior that may indicate dyslexia.  

 Subtask 7. Some people might try to hide their learning disability. Why would they do that? 

Explain in your own words. 

Step 4: How many people are affected by dyslexia? 

 Subtask 8. How many people are affected by dyslexia in Flanders? 
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 Subtask 9. Is dyslexia more often diagnosed in boys than girls?  

 Subtask 10. Is dyslexia hereditary? Why (not)? Explain in your own words. 

 Subtask 11. How big is the chance that there will be a pupil with dyslexia in your classroom? 

Explain your answer. 

Step 5: What are the consequences of dyslexia for pupils? 

 Subtask 12. What are the consequences of dyslexia for the daily life? Provide three examples.  

 Subtask 13. What are the consequences of dyslexia for your specific school subjects? Provide three 

examples and write down the specific school subject (i.e. a school subject related to one of the 

group member’s field) 

 Subtask 14. What are the consequences of dyslexia for learning in general? Provide three 

examples.  

 Subtask 15. What are the consequences of dyslexia for the social-emotional functioning of the 

person? Provide three examples. 

 Subtask 16. Do you know people with dyslexia? Does this person experience difficulties in the 

daily life or at school? If yes, which ones? If no, why not?  

Step 6: How best to treat dyslexia on school-level? 

 Subtask 17. The school will provide a structural approach for pupils with dyslexia. This case 

describes such an approach. [case description] How would you as a teacher involve the pupil and 

his/her parents in such an individual supportive plan? Why would you do it that way? Provide 

arguments.  

Step 7: How best to treat dyslexia on classroom-level? 

 Subtask 18. What supportive measures can you implement on the classroom-level? This means 

that all pupils can make use of these supportive measures, not only the pupils with a diagnosis of 

dyslexia. Search for 5 examples that are applicable in your own field. Write down the supportive 

measure and indicate for which school subject this applies.  

Subtask 19. What supportive measures can you implement on the pupil-level? Search for each 

STICORDI (stimulation, compensation, remediation, and dispensation) measure five examples that 

are applicable in your own field. 

 Subtask 20. Think about what you knew about dyslexia before performing this task. Did you have 

prejudices regarding dyslexia? Explain. 

 

Appendix B: Excerpts of the dialogues 

 

1. Pattern A: Gradual support 

Teacher Are you proceeding well? 

Esra No, we are arguing 

Teacher That’s good! If it is a qualitative discussion… What is the discussion about? 

Esra Well, does dyscalculia occurs more often in boys than in girls? Victor and Lucas found...  

Lucas I found different things: more often in boys, more often in girls, or as much as in boys as in girls 

Esra Well, they both found that it occurs as much as in boys as in girls. I had written that I did not find 

a reliable source, but that I found that it occurs more often in boys. My source stated that a certain 

part of the brain develops more slowly in the brains of boys or girls, and therefore it occurs less. 

…  

Lucas And the website I consulted was really a reliable source, but it stated something else than in my 

book, which was also a reliable source. 

Victor I also used a book as source 

Teacher Which book did you use? 
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Lucas The “dyscalculie survivalgids”, I received it from the school of my daughter 

Victor And I have read the book: “Ik hoor er ook bij” 

Teacher And what information did you find in these books? As much as in boys as in girls? 

Esra Yes, both sources stated that it occurs as much as in boys as in girls. 

…  

Lucas But which information do we now include in the task? 

Esra That it occurs just as often in boys as in girls? 

Teacher What can you say? I would say the truth 

Lucas What is the truth? 

Esra That I have read on a forum that it occurs more often in boys than in girls 

Teacher And do you think a forum is a reliable source? 

Esra It was a forum where parents who had children with dyscalculia shared information 

Lucas I wouldn’t say that is reliable 

Esra Indeed, they go to different doctors and are provided with different information 

Teacher And what would be a reliable source to shape your answer to the question? 

Lucas The university? 

Victor Well, my source was a text written by a professor at Ghent University 

Esra Ok, then, do you agree if I delete my answer and take your answer, that there is scientific research 

that states that most of the researchers agree that dyscalculia occurs as often in boys as in girls? 

 

2. Pattern B: The devil’s advocate 

Mia How much was it, how many percent in Flanders? 

Olivia 1% of the people living in Flanders 

Teacher 1%? Is it not more than 1%? 

Mia We found 40.000 to 60.000 people 

Teacher Yes, would that be more than 1 in 100? 

Mia It is about the population in Flanders, we all three retrieved the same information 

Olivia Yes, I found that 

Mia And I found that too, it is about Flanders, so yes 

…  

Teacher And is this about people with a diagnosis? Or an estimate? 

Mia An estimate 

Anna Yes, because there isn’t much research available about this 

Teacher This is a difficult thing, because it appears that there are many people who have ASD, but are 

not diagnosed, and there are also people with a diagnosis who do not have it… 

Olivia (provides no answer to the teacher) You also have to mention your source here 

 

3. Pattern C: Sharing general advice 

Teacher You consulted the same sources? 

Sophie Yes 

Emma Most of the time, because there were not many good websites 

Teacher Ok, don’t forget to elaborate on what you have found and to discuss about your opinions 

Emma We do that all the time 

 

4. Pattern D: Appointing group members who are less actively participating 

Teacher Yes, and what was Anna her answer? Yours is very detailed and applied to one person 

Olivia I thought we needed to provide such an example… 

Anna (ignores the question) In another subtask we have to provide examples of behavior, so maybe we 

can use her example there? 

  

Teacher What is your opinion Anna? Do you agree?  
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Anna Yes, we all have the same opinion 

 

5. Pattern E: Question and answer 

Teacher What could you do more? 

Charlotte A conversation 

Teacher And when would you propose a conversation? 

Charlotte At the parents’ evening 

Teacher Yes, for instance, or maybe, when the guidance plan is introduced? 

Charlotte Yes, there should also be a conversation at the startup 

Eva Ok, I will write that down 

 … 

Teacher And would it be interesting to involve the parents and the pupil to adjust the plan? 

Eva Regular meetings should be organized 

Charlotte Yes 

Eva Also with the pupil? Or only the parents? 

Teacher What should you do? 

Eva Yes 

Teacher Why do you think that? 

Eva The pupil can say what works or works not for him/her, I think 

Charlotte Yes 

 

 

Appendix C: Background information on the groups’ collaboration process (based on observations, 

interviews, and an analysis of the revision history of the document) 

 

1. Background information about the collaboration process of group 1 

In group 1, three students collaborated on the topic dyscalculia. The group seemed very motivated to 

deliver a good end product. Esra spontaneously took the role as leader during the group work: she led 

the discussion and took notes in the group document. The other two group members actively participated 

during the group discussion. However, Lucas participated spontaneously in the group discussion, while 

Victor was more hesitant. The analysis of the group discussion (see Figure 1) showed that the group 

members often shared and compared their ideas and information (level 1), identified (in)consistencies 

between ideas and information (level 2), and negotiated about their arguments or co-constructed 

knowledge (level 3). 

2. Background information about the collaboration process of group 4 

In group 4, three group members collaborated on the topic ASD (autism spectrum disorder). Olivia 

spontaneously took the role as leader during the group work: she mostly led the discussion and took 

notes in the group document. Mia actively participated during the discussions, while Anna was rather 

quiet. In particular, Anna also had her laptop in front of her to make adaptations related to the lay-out 

of the group document, but she also did other things that were not related to the group work. Olivia and 

Mia tried to involve Anna by frequently asking her opinion. The group, and especially Olivia and Mia, 

seemed motivated to successfully complete the group work. This resulted in group discussions wherein 

students often shared and compared their ideas and information (level 1), identified (in)consistencies 
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between ideas and information (level 2), and sometimes negotiated about their arguments or co-

constructed knowledge (level 3) (see Figure 1). 

3. Background information about the collaboration process of group 2 

Group 2 consisted of two group members working on the topic NLD (non-verbal learning disorder). 

Both students seemed motivated to deliver a good end product. Regarding note taking in the group 

document, students alternated roles: Emma took notes during the online collaboration, while Sophie 

took notes during the face-to-face collaboration. There was no leader in the group. During the 

collaboration process, both students displayed their individually retrieved information, and together they 

decided about the final solution. The students themselves indicated that they often agreed with each 

other and thus had not a lot to discuss about, as they had found quite similar information. This is also 

reflected in the analysis of their interaction, as this group’s interaction is especially situated at the less 

advanced levels of collaborative knowledge construction, i.e. level 1 and level 2 (see Figure 1). 

4. Background information about the collaboration process of group 3 

In group 3, two students collaborated on the topic ADHD (attention deficit hyperactivity disorder). The 

group spent a lot of time on off-topic talk. Eva took the lead, while Charlotte was busy doing other 

things (i.e. preparing the next lesson). They seemed less motivated than the other groups to invest time 

in the task. Consequently, little time was spent on discussing about the content, and Eva took the group 

task for her own account. They went over the task quickly, and their discussion was especially situated 

in level 1, sharing and comparing information (see Figure 1). 
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Conjecture mapping to support hands-on adult learners in open-

ended tasks 

Abstract 

This case reports on a teacher education course that aimed to support vocationally educated 

adults, referred to as hands-on learners, to accomplish open-ended tasks. Conjecture mapping was 

used to identify the most salient design features, and to test if, how, and why these course features 

supported learners. Inspired by ethnographic approaches, sustained engagement and multiple 

data sources were used to explain the effects of the course design on participants’ behavior and 

perceptions: student and teacher interviews, observations, and artifacts. The results reveal that 

almost all of the proposed design features stimulated the participants toward the intended 

enactment processes, which in turn yielded the intended learning outcomes. For instance, worked 

examples (i.e., design feature) not only engendered the production of artifacts that meet high 

standards (i.e., enactment process) because they clarify the task requirements, but also fostered a 

safe structure (i.e., enactment process) by providing an overall picture of the task. The conjecture 

map resulting from this study provides a theoretical frame to describe, explain, and predict how 

specific course design features support hands-on adult learners in open-ended tasks, and assists 

those who aim to implement open-ended tasks in similar contexts. 

1. Introduction 

Higher and adult education institutions are not only responsible for ensuring that students 

develop conceptual and procedural knowledge, but also for developing lifelong learners who are 

able to respond to the changing needs of working life and empowered to engage in opportunities 

for continuing improvement (Damşa & Nerland, 2016; Hämäläinen, De Wever, Malin, & 

Cincinnato, 2015; Nerland, 2012). One of the most important skills these students need today is 

the ability to tackle open-ended tasks (Hämäläinen et al., 2015; Könings, Brand-Gruwel, & van 

Merriënboer, 2005). Tackling open-ended tasks entails solving realistic and relevant problems 

(van Merriënboer & Kirschner, 2013), by generating, critically examining, sharing, and using 

knowledge (Damşa & Nerland, 2016), while several diverse answers or solutions are possible 

(Hannafin & Hill, 2007).  

Developing the ability to tackle open-ended tasks can be enabled by problem-centered 

instruction (e.g., Merrill, 2007), complex learning tasks (e.g., van Merriënboer, Clark, & de Croock, 

2002), inquiry-based learning tasks (e.g., Edelson, Gordin, & Pea, 1999; Hmelo-Silver, Duncan, & 

Chinn, 2007), or resource-based learning tasks (e.g., Hannafin & Hill, 2007). All these approaches 

have several characteristics in common. First, they place high value on authentic, realistic, and 
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relevant learning (Edelson et al., 1999; Hmelo-Silver et al., 2007; Merrill, 2007; van Merriënboer 

& Kirschner, 2013). Second, students are prompted to take an active role in their own learning 

process, being tasked to critically examine sources, meaningfully use sources, develop data-

supported explanations, and communicate their ideas, opinions, and knowledge (Hannafin & Hill, 

2007; Hmelo-Silver et al., 2007). Third, the teacher fulfills the important role of facilitating and 

supporting the learning process (Merrill, 2007). And fourth, these approaches often encourage 

collaborative learning as a way to stimulate active knowledge construction processes (Hmelo-

Silver et al., 2007; Könings et al., 2005). 

While the abovementioned instructional approaches can support development of the 

ability to tackle open-ended tasks in general, they may work differently with specific groups of 

students. In particular, students lacking experience in carrying out open-ended tasks often find it 

too difficult without appropriate guidance and support (van Merriënboer, 2013). One population 

of such students is that of adult learners with a background in vocational or technical secondary 

education (Hämäläinen et al., 2015). These students, referred to here as hands-on adult learners, 

are often accustomed to focusing mainly on the acquisition of practical skills. Typically, these 

students learn through hands-on experiences, demonstrations, and practice, and are less familiar 

with tackling open-ended tasks and problem-solving skills (Hämäläinen et al., 2015; Smith, 2001). 

Consequently, previous research has shown that hands-on adult learners might encounter several 

obstacles in learning environments that include open-ended tasks. Regarding cognition, for 

example, teachers have indicated that hands-on adult learners often struggle to analyze task 

demands, identify core information, or structure and summarize information (Biemans et al., 

2016; Boelens, Voet, & De Wever, 2018). Concerning behavior, it might be challenging for hands-

on learners to devote sufficient time to perform the tasks (Boelens et al., 2018) or to manage effort 

to complete a task or course (Biemans et al., 2016). With regard to hands-on learners’ motivation, 

research has found that they often have low self-efficacy beliefs (Dubeau, Plante, & Frenay, 2017; 

Tsai & Shen, 2009), which can have negative effects on performing or completing (open-ended) 

tasks which they do not feel competent enough to perform.  

To accommodate these cognitive, behavioral and affective struggles, a number of studies 

have argued that, especially for students unaccustomed to open-ended tasks, appropriate 

guidance and support is required (Brand-Gruwel, Wopereis, & Vermetten, 2005; Damşa & 

Nerland, 2016; Nadolski, Kirschner, & van Merriënboer, 2005; van Merriënboer & Kirschner, 

2013). For instance, research has found that students performed better and more efficiently when 

the open-ended task was split in a (limited) number of phases (Nadolski, Kirschner, & van 

Merriënboer, 2006). In addition, students receiving driving questions to carry out learning tasks 

also performed better, although not more efficiently (Nadolski et al., 2006). Another frequently 
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mentioned supportive design feature is the use of worked examples (e.g., van Gog, Paas, & van 

Merriënboer, 2008), which seem to have efficiency benefits for students (McLaren, Van Gog, 

Ganoe, Karabinos, & Yaron, 2016).  

Focus of the study 

Prior research has thus revealed several course design features that can have an influence on  

outcomes. However, these design features are often studied in isolation from each other and the 

focus is mainly on whether a specific feature was effective to reach the outcomes. As such, it 

remains unclear how course design features function in concert with each other in a designed 

environment. Consequently, teachers are left with little guidance as to which features of learning 

designs should be prioritized when trying to find an appropriate balance between support and 

autonomy when designing open-ended tasks that address the needs of hands-on adult learners. 

The present study seeks to address this gap by identifying the salient features of a course design 

and the enactment processes they engender, making it possible for hands-on adult learners to 

reach the learning outcomes. 

The current study was conducted in a course on psycho-pedagogical competence for 

hands-on adult learners enrolled in a teacher training program to become teachers in vocational 

secondary education. The main learning objectives of the course were that students will be able 

to recognize the most common learning and developmental disabilities, to state the consequences 

for pupils, and to develop classroom practices that address the needs of pupils with learning or 

developmental disabilities (further details are provided under Methods).  

To achieve the study’s aim, conjecture mapping was used as a tool to generate and test the 

theoretical basis of the course design, with the goal of affirming, rejecting, or refining initial 

hypotheses (McKenney & Reeves, 2018; Sandoval, 2014). A conjecture map reveals causal 

relationships between design features, the processes they engender during enactment, and the 

resulting outcomes (Figure 1 presents an overview of the conjecture map elements used in this 

study). Design features (in this case, characteristics of the pre-service teacher course for hands-

on learners) can be described in terms of: (1) materials and resources (MR), which are the physical 

artefacts that are part of the intervention; (2) activity and task structures (AT), which describe 

the main events through which the intervention will be carried out; and (3) participation and 

practices (PP), including norms and expectations for how actors are to engage during those events 

(McKenney & Reeves, 2018; Sandoval, 2014). Design features are purposefully selected. Providing 

the theoretical basis for their selection, design conjectures (DC) articulate the processes that 

specific design features (should) engender. For example, “authentic tasks cause learner 

engagement because they are intrinsically motivating” conjectures that the design feature 
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(authentic tasks) will yield a specific process during enactment (engagement) and offers 

motivation as an explanation. Enactment processes (i.e., called mediating processes by Sandoval 

(2014)) result from design features, and contribute to learning outcomes. They can be reified in 

three ways (Salomon, 1996; Sandoval, 2014): (1) participant artifacts (PA), such as the products 

that students generate from their activities; (2) observable interactions (OI), which are students’ 

interactions that emerge from the design; and (3) participant experiences (PE), including how the 

learning environment is experienced by students. Typically, these processes are purposefully 

planned. Analogous to design conjectures, process conjectures (PC) (i.e., called theoretical 

conjectures by Sandoval (2014)) articulate why the enactment processes (should) yield certain 

outcomes. For example, “learner engagement supports disciplinary understanding by keeping 

students on-task” conjectures that the enactment process (engagement) will yield a specific 

outcome (disciplinary understanding), and offers time-on-task as an explanation. Finally, the 

enactment processes mediate learning outcomes (Sandoval, 2014), which can be cognitive (C) 

(e.g., content-knowledge), behavioral (B) (e.g., persistence), or affective (A) (e.g., interest).  

 

Figure 1. Schematic overview of this study’s conjecture map (adapted from Sandoval (2014)). 

 

Theoretical framework 

The goal of the present study was to identify the salient features of a balanced course design that 

would yield the kinds of processes during enactment that are needed to benefit the learning 

outcomes of hands-on adult learners. We therefore take the desired enactment processes as 

starting points for building the conjecture map. For each enactment process, we describe what it 

is, why it is important for hands-on learners’ learning outcomes (i.e., process conjecture), and how 
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and why specific design features (materials/resources, activity/task structures, or 

participation/practices) could contribute to that enactment process (i.e., design conjectures). At 

the end of this section, a detailed representation of the relations between the course design 

features, the enactment processes, and the outcomes, is presented in the resulting conjecture map 

(Figure 2). 

Enactment processes: participant artifacts 

Produce artifacts that meet high standards 

The first enactment process is students’ production of artifacts that meet high standards. The 

creation of an artifact entails, for example, that students have to gather and process information 

about a case study and produce a written report to show their performance. Creating artifacts 

affords opportunities to engage with the learning content and make sense of the instruction 

(Sandoval, 2014). Further, producing artifacts that meet high standards requires students to 

master the subject matter (Pintrich, 2000). This enactment process thus stimulates cognitive 

processing and can help achieve the cognitive outcomes, namely reaching the learning objectives 

related to the course. In sum, the first process conjecture states (PC-PA-1): if students produce 

artifacts that meet high standards, they will achieve the cognitive learning objectives. 

Creating artifacts that meet external expectations can be facilitated by three design 

features, namely: worked examples, process worksheets, and the explicit task of assessing the 

reliability of the sources used. Worked examples, which are specific demonstrations of the task 

students are required to do, provide students with acceptable solutions and useful solution steps 

(van Merriënboer & Kirschner, 2013). This explicates the task demands and provides a valid 

standard against which students can compare their own work (Nicol & Macfarlane‐Dick, 2006). 

As such, worked examples can lead to producing artifacts that meet high standards because they 

help students to become familiar with the task requirements and standards (Nicol & Macfarlane‐

Dick, 2006; van Merriënboer & Kirschner, 2013; Vandewaetere et al., 2014). Providing process 

worksheets guide students through the different steps they need to take to perform the task 

(Nadolski, Kirschner, Merriënboer, & Hummel, 2001), as it segments the open-ended task in 

problem-solving steps and accompanying guiding questions (Nadolski et al., 2006; van 

Merriënboer & Kirschner, 2013). These questions can, for instance, guide students to select the 

most relevant information, or cluster the information in a specific way (Brand-Gruwel & Gerjets, 

2008; Nadolski et al., 2006). Accordingly, process worksheets help ensure that students search for 

and present information in a structured way, which makes it more likely to meet the high 

standards. Finally, the explicit task of assessing the reliability of sources entails that students scan 

their information sources to decide whether the retrieved information is useful, relevant, and 
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reliable (Brand-Gruwel, Wopereis, & Walraven, 2009). This is essential to gather and process 

correct knowledge, and thus to develop products that meet high standards. To sum up, the first 

design conjecture is (DC-PA-1): the use of worked examples (MR), and/or process worksheets (MR), 

and/or the explicit task to assess the reliability of the sources (AT) will help students to produce 

artifacts that meet high standards. 

Summarize key ideas 

The second enactment process related to participant artifacts is summarizing the key ideas. This 

includes, for example, that students reduce the learning material substantially by capturing the 

key information (King, 1992) in a summary of the case study on which they have worked. Actively 

retrieving and recalling information by means of creating an accurate summary might help 

students to reach the learning objectives. To be more specific, as long as the summary is accurate, 

this task supports knowledge consolidation (i.e., strengthen students’ knowledge and remember 

the content) (Bråten & Samuelstuen, 2007; King, 1992; Roediger & Butler, 2011). Stimulating 

students to engage in this enactment process to process the learning material is especially 

important for hands-on learners, as both teachers in this context and previous research have 

indicated that these students often have not yet developed their own effective strategies for 

processing the content (Boelens et al., 2018; King, 1992). We therefore conjecture (PC-PA-2): if 

students accurately summarize the key ideas of the topic, they will achieve the cognitive learning 

objectives. 

This enactment process can be elicited by a pre-structured summarizing task (e.g., 

students compile a leaflet for their fellow students) in which they are required to capture the core 

information about their case study. The pre-structured summarizing task helps students to 

summarize the key ideas because students have to actively run through and reconsider the 

content in order to extract, recapitulate, and present the main points (Weinstein, Husman, & 

Dierking, 2000). As such, the second design conjecture is (DC-PA-2): a pre-structured summarizing 

task (AT) will help students to accurately summarize the key ideas. 

Enactment processes: observable interactions 

Negotiation 

Negotiation during collaboration implies that all group members are engaged with the learning 

content by discussing about ideas, opinions, and (the meaning of) concepts to reach consensus 

and construct shared understanding (Dillenbourg, 2002). This enactment process emerges when 

group members not only share and compare their information and ideas, but also treat each 

other’s opinions critically through explaining, arguing, or questioning one another (Gunawardena, 
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Lowe, & Anderson, 1997; Onrubia & Engel, 2012). Negotiation is important during collaboration 

to support the cognitive outcomes, namely achieving the learning objectives, as these processes 

of explaining, critiquing, or questioning lead to more advanced comprehension of the content or 

the co-construction of new knowledge (Barron, 2003; Dillenbourg, 2002; Onrubia & Engel, 2009). 

Previous research in vocational education settings has shown that this enactment process often 

does not occur spontaneously during collaboration (Hämäläinen & Oksanen, 2012). In addition, 

hands-on adult learners are often not familiar with collaborative (open-ended) tasks (Hämäläinen 

et al., 2015; Smith, 2001), and may thus need explicit guidance to develop effective ways to jointly 

build knowledge. The process conjecture states (PC-OI-1): if students engage in negotiation during 

collaboration, they will achieve the cognitive learning objectives. 

Negotiation during collaboration can be facilitated by four supportive features, namely: a 

pre-structured summarizing task, an individual idea generation task, the explicit task of assessing 

the reliability of sources, and discursive practices that are characterized by collaboration, support, 

and easy access to each other’s expertise. The pre-structured summarizing task mentioned 

previously could also elicit negotiation if done collectively, as the group has to reconsider their 

previous work and decide together upon the most essential information to be enclosed in the 

overview. In addition, the individual idea generation task implies that, prior to working together 

as a group, students first have to explore and generate ideas individually (Onrubia & Engel, 2009, 

2012). This can facilitate negotiation during collaboration because students will be inclined to 

share their individual ideas with one another, after which they need to reach consensus by 

comparing and contrasting ideas, expressing novel ideas, and discussing about the meaning of 

concepts. The explicit task to assess the reliability of sources requires students to scan each 

information source based on a predefined set of criteria. This activity can foster negotiation, as it 

provides students with a specific line of reasoning or argument when they are engaged in a 

discussion. For instance, when students encounter disagreements, they can identify and compare 

the reliability of the information sources to reach consensus based on sound arguments 

(Gunawardena et al., 1997). A last feature of the course design that aims to foster negotiation is 

discursive practices characterized by collaboration, support and easy access to each other’s 

expertise. This design feature is important, as negotiation is only possible when students are 

willing to share their ideas and opinions with each other, and have a feeling of shared 

responsibility (Arvaja & Pöysä-Tarhonen, 2013; Van Oers & Hännikäinen, 2001). For example, a 

learning climate in which there is no threshold to approach fellow students or the teacher and in 

which it is allowed to make mistakes can foster negotiation. Altogether, the third design 

conjecture states (DC-OI-1): a pre-structured summarizing task (AT), and/or an individual 

preparatory task (AT), and/or the explicit task to assess the reliability of the information sources 



8 

(AT), and/or a learning environment that is characterized by collaboration, support and easy access 

to each other’s expertise (PP) will help students to engage in negotiation during collaboration. 

Pace aligning actions 

Another salient enacting process related to observable interactions is that students align the pace 

of their progress with each other. For example, before starting the group work, it is important that 

students both generated individual ideas and finished their individual preparatory task. Aligning 

the pace of their progress is important to ensure that all students persist during the open-ended 

task. Student persistence involves students’ attempts to continue to participate in a course or task, 

despite the presence of possible obstacles (Pintrich, 2004; Rovai, 2003). It is an important 

behavioral outcome, that is related to doing (Reeves, 2011), and students aligning the pace of their 

progress support this outcome by diminishing possible obstacles such as lack of self-discipline, 

bad time planning, or allocating insufficient time for performing the tasks (Pintrich, 2004; Rovai, 

2003). This enactment process is especially important for hands-on adult learners as research has 

indicated that these students might show unstructured learning behavior and often lack a sense 

of time, resulting in poor time planning skills and devoting insufficient time to the tasks (Biemans 

et al., 2016; Boelens et al., 2018; Jossberger, Brand-Gruwel, van de Wiel, & Boshuizen, 2015). 

Applied to the current case, the process conjecture is (PC-OI-2): if students engage to align pace 

with each other, they will persist throughout the course. 

This enactment process can be facilitated by dividing the open-ended task into subtasks 

with accompanying intermediate deadlines, and reminding students of the upcoming deadlines and 

their learning progress. Reminders can be addressed to individual students, student groups, or 

the whole class. The provision of intermediate deadlines and reminders is important, as these 

might decrease students’ concerns about the planning of the course and the allocation of sufficient 

study time for the subtasks (Karoğlu, Kiraz, & Ozden, 2014), and keep them engaged throughout 

the course design (X. Liu, Bonk, Magjuka, Lee, & Su, 2005), both of which could contribute to 

students aligning the pace of their progress with one another. Consequently, the fourth design 

conjecture is (DC-OI-2): intermediate deadlines and reminders (AT) will prompt students to align 

their pace with each other. 

Enactment processes: participant experiences 

Students experience a safe structure 

The first enactment process related to participant experiences, is that students experience a safe 

structure in terms of: course and task details; sequencing and structuring of the (sub)tasks; and 

perceived workload and task difficulty (Nadolski et al., 2006; Smith, 2001). This holds for both 
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behavioral and affective outcomes. First, regarding the behavioral outcomes, research has 

suggested that ensuring that all tasks, requirements, and procedures are clearly formulated and 

communicated fosters student persistence by avoiding frustrations about the consistency and the 

clarity of the course design (Rovai, 2003; Workman & Stenard, 1996). Second, experiencing a safe 

structure might also be associated with affective outcomes, namely motivation. Students’ 

motivational beliefs about themselves in relation to the task (Pintrich, 2000) include: perceptions 

of task difficulty or feasibility; beliefs about the importance, relevance, and utility of the task; 

interest or liking of the task; and positive and negative affective reactions to the self or the task 

(Pintrich, 2000, 2004; Ryan & Deci, 2000). Motivational beliefs are concerned with valuing 

(Reeves, 2011), as to be motivated is to be engaged to reach the goals of the course design (Ryan 

& Deci, 2000). Experiencing a safe structure can support students’ motivational beliefs positively 

because they feel more empowered in a safe structure to tackle challenging tasks. The experience 

of a safe structure is an important process for hands-on adult learners, as they often lack 

experience in open-ended tasks and might feel not competent enough to perform these tasks 

(Dubeau et al., 2017). In addition, research has shown that these students prefer learning in a 

structured environment, with a well-organized course structure and clear expectations 

(Jossberger, Brand-Gruwel, van de Wiel, & Boshuizen, 2018; Smith, 2000, 2001). As such, the 

process conjecture is (PC-PE-1): if students experience a safe structure, they will persist throughout 

the course and/or they will hold positive motivational beliefs. 

The experience of a safe structure can be facilitated by three design features, namely: 

worked examples, process worksheets, and the provision of intermediate deadlines and 

reminders. Worked examples ensure that the students experience a high level of support, since 

they can consult a complete elaboration of the open-ended task (van Merriënboer & Kirschner, 

2013). Studying a worked example ensures that students do not have to search for their own 

strategies or method to complete the open-ended task (van Merriënboer, 2013). In addition, when 

students encounter difficulties during task performance, they can go back to the worked example 

to see how an expert approached a certain part. This can lead to perceptions of a safe task 

structure. Process worksheets ensure that the open-ended task is clearly structured and 

sufficiently detailed (Nadolski et al., 2006; van Merriënboer & Kirschner, 2013). This fosters 

students’ experience of a safe structure by dividing the task in subsequent steps and 

accompanying guiding questions, which direct students’ attention to search for the most relevant 

information, to cluster this information according to the imposed structure, and to report the 

sources they consult. At last, intermediate deadlines and reminders emphasize the division of the 

open-ended task in subtasks. In particular, this design feature provides students with a timeline 

in which fixed deadlines are set, and frequently reminds students about upcoming deadlines and 

their learning progress. This influences students’ perceptions of a safe structure by decreasing 
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concerns about the course structure and avoiding that students are overwhelmed by the amount 

of work (Karoğlu et al., 2014). Accordingly, the fifth design conjecture states (DC-PE-1): the use of 

worked examples (MR), and/or process worksheets (MR), and/or the provision of intermediate 

deadlines and reminders (AT) will help students to experience a safe structure. 

Students experience autonomy 

The second enactment process related to participant experiences, is the extent to which students 

experience autonomy while engaged in the course design. Experiencing autonomy refers to the 

psychological freedom that students feel and exert, to control and take responsibility for their own 

behavior and the learning activities they engage in (Deci & Ryan, 2000; Haerens, Vansteenkiste, 

Aelterman, & Van den Berghe, 2016). This is an important process that influences motivational 

beliefs such as positive affective reactions and liking the task because students are intrinsically 

motivated and satisfied (Deci & Ryan, 2000; Ryan & Deci, 2000). In the case of hands-on adult 

learners, research has indicated that although these students prefer a lot of structure and teacher 

control, they also want authentic learning tasks that challenge them (Jossberger et al., 2018). 

Accordingly, this process conjecture is (PC-PE-2): if students experience autonomy when engaged 

in the open-ended task, they will hold positive motivational beliefs.  

In education, student autonomy can be fostered when students are expected to take charge 

of their own learning process. In this case, this design feature entailed both online learning 

activities, and the autonomy in the open-ended task. On the one hand, students have to take charge 

of their own learning by means of online learning activities, wherein students have control over 

when, what, where, and how long to engage in a learning activity (Barnard, Lan, To, Paton, & Lai, 

2009). On the other hand, in open-ended tasks, students are required to take an active role in the 

learning process by acquiring and processing new content on their own, and presenting their 

work to others (Drexler, 2010). This influences students’ experience of autonomy by emphasizing 

their own responsibility to perform the tasks successfully. As such, the sixth design conjecture 

assumes (DC-PE-2): students who are expected to take charge of their own learning process (PP) 

will experience autonomy. 

Students experience a sense of community 

The third enactment process related to participant experiences is students experiencing a sense 

of community. This process is characterized by group cohesion, which is a sense of shared identity 

or belonging to the class group (Arbaugh et al., 2008; Garrison, 2007; Green, Preston, & Sabates, 

2003), open communication in a safe learning environment, and the development of personal 

relationships while acknowledging each other’s individual personality (Arbaugh et al., 2008; 
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Garrison, 2007). This enactment process is important with regard to the behavioral and affective 

outcomes. First, research has suggested that personal interaction among students and between 

students and the teacher, and the creation of a safe learning community can stimulate student 

persistence (Rovai, 2003). In particular, a sense of community provides students who are 

unfamiliar with open-ended tasks with a more secure feeling (Ausburn, 2004) and can reduce 

certain obstacles or thoughts of dropout from the course (Pintrich, 2004). Next, Deci and Ryan 

(2000) have stated that feeling secure and connected to others in the classroom is important for 

students to be intrinsically motivated, what causes positive affective reactions to the self or the 

task. This is an important enactment process for hands-on adult learners as research in this 

context has found that vocational learners have a strong preference for learning in an 

environment with welcoming and supportive relationships between the students themselves, and 

the students and the teacher (Smith, 2000). The process conjecture is (PC-PE-3): if students 

experience a sense of community, they will persist throughout the course and/or they will hold 

positive motivational beliefs. 

Two design features that aim to foster the experience of a sense of community are: 

intermediate deadlines and reminders, and discursive practices that are characterized by 

collaboration, support, and easy access to each other’s expertise. The provision of intermediate 

deadlines and reminders shows a high level of teacher commitment regarding the students. In 

particular, students may feel supported when the teacher reminds them of upcoming deadlines 

and students' learning progress, but may also have the feeling that the teacher is available and 

accessible. In short, this can cause a sense of community by the commitment and the proximity of 

the teacher (Ausburn, 2004; McDonald, 2014). The second design feature includes environments 

characterized by collaboration, support, and easy access to each other’s expertise. This design 

feature mentioned previously is also important to create a sense of belonging in a community, as 

this is only possible when both the teacher and the students show commitment towards each 

other (Tomlinson & Imbeau, 2013). Accordingly, the seventh design conjecture is (DC-PE-3): the 

provision of intermediate deadlines and reminders (AT) and/or an environment that is characterized 

by collaboration, support, and easy access to each other’s expertise (PP) will prompt students to 

experience a sense of community. 

Summary 

Based on the above outlined theoretical framework, seven design conjectures are articulated 

based on the association between the features of the course design and the enactment processes. 

In addition, also seven process conjectures are formulated based on the association between the 

enactment processes and the learning outcomes. Table 1 presents the design and process 

conjectures for each enactment process. 
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Table 1 

Design and process conjectures in this study 

Enactment process Design conjecture Process conjecture 

Produce artifacts 

that meet high 

standards 

DC-PA-1: The use of worked 

examples, and/or process 

worksheets, and/or the explicit 

task to assess the reliability of 

the sources will help students to 

produce artifacts that meet high 

standards 

PC-PA-1: If students produce 

artifacts that meet high 

standards, they will achieve 

the cognitive learning 

objectives 

Summarize key 

ideas 

DC-PA-2: A pre-structured 

summarizing task will help 

students to accurately 

summarize the key ideas 

PC-PA-2: If students 

accurately summarize the key 

ideas of the topic, they will 

achieve the cognitive learning 

objectives 

Negotiation DC-OI-1: A pre-structured 

summarizing task, and/or an 

individual preparatory task, 

and/or the explicit task to 

assess the reliability of the 

information sources, and/or a 

learning environment that is 

characterized by collaboration, 

support and easy access to each 

other’s expertise will help 

students to engage in 

negotiation during collaboration 

PC-OI-1: If students engage in 

negotiation during 

collaboration, they will 

achieve the cognitive learning 

objectives 

Pace aligning 

actions 

DC-OI-2: Intermediate deadlines 

and reminders will prompt 

students to align their pace with 

each other 

PC-OI-2: If students engage to 

align pace with each other, 

they will persist throughout 

the course 

Students experience 

a safe structure 

DC-PE-1: The use of worked 

examples, and/or process 

worksheets, and/or the 

provision of intermediate 

deadlines and reminders will 

help students to experience a 

safe structure 

PC-PE-1: If students 

experience a safe structure, 

they will persist throughout 

the course and they will hold 

positive motivational beliefs 

Students experience 

autonomy 

DC-PE-2: Students who are 

expected to take charge of their 

own learning process will 

experience autonomy 

PC-PE-2: If students 

experience autonomy when 

engaged in the open-ended 

task, they will hold positive 

motivational beliefs 
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Students experience 

a sense of 

community 

DC-PE-3: The provision of 

intermediate deadlines and 

reminders and/or an 

environment that is 

characterized by collaboration, 

support, and easy access to each 

other’s expertise will prompt 

students to experience a sense 

of community 

PC-PE-3: If students 

experience a sense of 

community, they will persist 

throughout the course and 

they will hold positive 

motivational beliefs 

 

A map showing how the course design features are related to the enactment processes and the 

learning outcomes is shown in Figure 2. The white zone represents the primary focus of this study. 

Regarding the enactment processes, we aim to be parsimonious and only connect the embodied 

design features with the most obvious enactment processes. Although these processes are 

discussed here in isolation from each other, we note that some of them may also influence each 

other reciprocally. However, such analyses extend beyond the scope of the present study.
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Figure 2. Design conjectures for supporting hands‐on adult learners in open‐ended tasks. 
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The present study 

The course design under investigation was the second design cycle of a research project that 

focuses on the design, implementation, and evaluation of design features that are particularly 

supportive to hands-on adult learners when tackling open-ended tasks in blended learning 

environments. In particular, based on a formal evaluation of the first design cycle (Boelens & De 

Wever, 2016, 2017) and an informal evaluation of the course design that combined the 

perspectives of the students, the teacher, and the researcher (Könings et al., 2005), the teacher 

and the first author of this study (i.e., researcher) co-constructed and optimized the learning 

scenario. In this way, the course design under investigation was firmly informed by the teacher’s 

expertise, international literature, and field testing (Könings et al., 2005; McKenney & Reeves, 

2012). Situated against the background of our project, at this phase of development, the primary 

aim of the present study is to test the design conjectures of this course design. Secondarily, we 

examine the plausibility of the process conjectures to yield the intended outcomes, in light of the 

design conjectures, and to determine if they require refinement. The research questions are: 

(1) To what extent are the enactment processes achieved, and how do the features of the 

course design contribute to this? 

(2) How do the enactment processes appear to contribute to the learning outcomes?  

 

Method 

Context 

The present study is part of a research project on the design of blended learning environments for 

hands-on adult learners. This study is situated in a teacher training program, in which hands-on 

learners with prior craft knowledge (e.g. bakery, electricity, hairdressing) retrain to become 

teachers in vocational programs (see also Boelens et al., 2018). These learners have participated 

in two of the four tracks of secondary education in Belgium: vocational or technical (not general 

or artistic). The intervention under investigation took place in the course psycho-pedagogical 

competence throughout 16 weeks. This course is part of the second year of a 2,5-year teacher 

training program. The main course objectives were: students are able to recognize the most 

common learning and developmental disabilities (i.e., dyslexia, dyscalculia, non-verbal learning 

disability, attention deficit hyperactivity disorder, autism spectrum disorder), students are able 

to state the consequences for the learning behavior of pupils, and students are able to develop 

classroom practices that address the needs of pupils with learning or developmental disabilities 

based on these insights.  



16 

Research design  

A case study approach was adopted to understand participants’ behavior and perceptions 

regarding the blended course design in an authentic context (Yin, 2009). To obtain emic 

(participant) as well as etic (researcher) views, the design of the case study was inspired by 

ethnographic approaches (Hammersley & Atkinson, 2007). To get to know the context and the 

learners, the first author actively participated in the teacher training program, which enabled her 

to follow one cohort of hands-on learners during two consecutive academic years (2015-2016 and 

2016-2017). Each year, the researcher conducted participant-observation throughout the 

duration of one course, and asked questions to students and teachers through formal and informal 

interviews. In addition, the same researcher worked together closely with the teacher in the 

present study through two cycles of course design, development, and evaluation and revision 

(Roschelle & Penuel, 2006), the second of which forms the context of this study. This afforded the 

researcher a detailed understanding of what happened precisely during this process, as well as 

the teacher’s perspectives on it. 

Participants 

The participants were both the hands-on learners (n=10) and the teacher who re-designed and 

implemented the blended course design. The average age of the students was 27 years (SD=6.17, 

range=21-39), and the female teacher was 43 years old. Participation was voluntary and both 

teacher and students gave their informed consent, having been made fully aware of the nature 

and purpose of the research. The response rate was 100%. Appendix A provides additional 

information about the hands-on learners who participated in this study (i.e., gender, age, diploma, 

the group in which they collaborated, and each one’s pre-course perceptions about open-ended 

tasks).  

Data collection 

As is common in ethnographic studies, multiple data sources were used to explain the richness 

and complexity of the effects of the course design on participants’ behavior and perceptions 

(Cohen, Manion, & Morrison, 2007; Hammersley & Atkinson, 2007). First, two student interviews 

and two teacher interviews were conducted to get a detailed understanding of individual 

experiences and interpretations that are of importance to the present study’s research questions 

(Cohen, Manion, & Morrison, 2007). While ethnographers typically employ an unstructured data 

collection (Hammersley & Atkinson, 2007), the four semi-structured interview protocols used did 

have an open orientation. That is, the interview protocols were not aligned with the arrows in the 

conjecture map presented in this study. Instead, the protocols centered on all educational 

activities during the course design, and open questions were formulated to investigate 
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participants’ experiences without steering them, searching for relevant information on all 

activities and design features. For each course design feature underlying material/resources and 

activity/task structures, participants were asked to elaborate on their actions during the learning 

scenario, and questioned about (1) the perceived effectiveness of the feature, and (2) why this 

feature did or did not contribute to student learning. The two features underlying 

participation/practices were more implicitly addressed in the interviews (e.g., “Did you miss the 

explicit guidance of the teacher when gathering knowledge? Why (not)?”). The interview 

protocols were thus organized around open-ended questions, which allowed the interviewer to 

ask for more details or to clarify misunderstandings (Cohen et al., 2007). All participants were 

interviewed twice by the first author of this study, once during and once after the implementation 

of the learning design. The teacher was also asked to describe her experiences in a diary 

throughout the course design, and she could make use of her notes during the interview. The 

duration of a student interview varied between 9 and 23 minutes, with an average duration of 16 

minutes (SD=4.08), and the teacher interviews lasted respectively 52 and 76 minutes. All 

interviews were audio-recorded and transcribed. To avoid socially desirable biases, the 

interviewer ensured that all participants felt comfortable and secure to talk freely during the 

interview (Cohen et al., 2007), by explaining that there were no right or wrong answers, that all 

data would be treated confidentially, and that reporting would be anonymized.  

Next to teacher and student interviews, all educational activities were observed as they 

unfolded (Brophy, 2006). In particular, all face-to-face meetings were observed and video-taped 

by the first author, while also the online activities (e.g., email conversations, forum posts) were 

observed and logged. During the observations, the researcher took notes to reduce the data 

(Brophy, 2006).  

A last data source is the produced artifacts, including students’ individual preparation, the 

group document, a leaflet of each group’s topic, the lesson plan for their presentation, and student 

presentations. Additionally, the teacher’s evaluation of the group document, based on the 

predefined rubric, was collected.  

Table 2 presents an overview of each data source in relation to the enactment processes 

central to this study. In addition, the student and teacher interviews were used to test the design 

conjectures as well as the plausibility of the process conjectures. 



18 

Table 2 

Data sources aimed to measure the enactment processes 

 
Student 

interviews 

Teacher 

interviews 
Observations Artifacts 

Artifacts that meet high 

standards 
 X  X 

Summarize key ideas  X   

Negotiation X X X  

Pace aligning actions X X  X 

Students experience a 

safe structure 
X X   

Students experience 

autonomy 
X X   

Students experience a 

sense of community 
X  X  

 

Data analysis 

In order to analyze students’ and the teacher’s perceptions, the interview transcripts were coded 

using NVivo 11 (Miles & Huberman, 1994). First, the first author read and reread the interview 

transcripts to become familiar with the rich information the data entailed. Second, an analysis 

framework was compiled based on the theoretical framework and research questions. In this 

analysis framework, participants were listed in columns. The rows listed for each enactment 

process (1a) how the enactment process was achieved, and (1b) how the enactment process was 

related to the intended outcome(s) (i.e., process conjecture(s)), and (2) for each course design 

feature how this influenced the enactment process(es) (i.e., design conjecture(s)). As such, the 

patterns of response arising across the participants were put together in order to compare issues 

that each of them has raised (Cohen et al., 2007). Third, this analysis framework was used by the 

first author to analyze all transcripts. Each transcript was carefully read and reread to identify the 

relevant data. 

Observations were used to provide insight in two enactment processes: negotiation and 

students experiencing a sense of community. First, direct observations of students’ interaction 

during collaboration were analyzed to investigate whether they went beyond sharing and 

comparing information and negotiated about their opinions and ideas to construct knowledge. 

The findings of this analysis are reported in a previous study (Boelens & De Wever, under review). 
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Second, indications were searched in the field notes that the researcher took during the 

observations to explore whether students experienced a sense of community. 

Artifacts were analyzed to investigate whether students produced artifacts that meet high 

standards, and whether students aligned their pace with each other. For the former, we analyzed 

the teacher’s evaluation based on the predefined rubric to assess the group document. The rubric 

consisted of 17 criteria with 4 indicators for each criterion that described the specific 

expectations. For each criterion, a maximum of three points could be earned. For the latter, we 

analyzed whether each student met all intermediate deadlines. This was done by comparing the 

revision history of the documents, examining previous versions of evolving documents, and dates 

of saving during the course. 

Results 

For each of the seven enactment processes, we present three classifications to help answer the 

research questions, together with the data which yielded the classifications. First, a classification 

is given for the enactment process in relation to intentions (i.e. achieved, not achieved, or 

sometimes achieved), justified by description of what it looked like. Next, the related process 

conjecture is classified (plausible, not plausible, plausible but limited data, or insufficient data to 

comment on plausibility), in light of results concerning the outcomes. Third, the design conjectures 

are classified (supported, not supported, and supported but with limited data), explained by 

findings about if and how specific features of the course design influenced the enactment process.  

Enactment processes: participant artifacts 

Produce artifacts that meet high standards 

Producing artifacts that meet high standards was a successfully enacted process. The students 

first performed an individual task in which they searched for information and generated their own 

ideas to gather knowledge about the topic. Later on, students collaborated in small groups to 

create a group document in which they brought together and negotiated about their retrieved 

information, ideas, and opinions to acquire and process knowledge about their topic. Finally, the 

groups presented their work to each other. The teacher indicated during the interview that all 

students were well prepared for the group work. In addition, she stated that the group documents 

differed from each other, but all met the (minimum required) standards. The differences in quality 

were, according to the teacher, attributable to the individual responsibility of the groups, as they 

decided for themselves how deep to process the information in the open-ended task. The teacher 

was also satisfied with students' presentations. Regarding the group document, the teacher’s 
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evaluation based on the rubric showed that students’ mean score was 7.4 (out of 10) (SD=1.12), 

with a minimum score of 5.74 and a maximum score of 8.19. 

The results suggest that PC-PA-1 is plausible: Produced artifacts that meet high standards 

can lead to cognitive outcomes, because students process and master the content. During the 

interviews, the majority of the students (n=6) indicated that by means of actively processing the 

content, they already mastered the content and remembered it better, as opposed to when the 

teacher or an expert tells everything in class. In addition, three students commented that they 

valued the fact that all students could learn from each other through the presentations, and Esra 

argued that she memorizes things better when presented by her fellow students. The teacher also 

reasoned during the interview that students remember the content better in this way than when 

an expert tells about the learning and developmental disabilities. 

Three features of the course design were intended to support students in producing 

artifacts that meet high standards: worked examples, process worksheets, and the explicit task of 

assessing the reliability of the sources. During the student interviews, all students perceived the 

worked examples as helpful for their learning, because these helped them to familiarize themselves 

with the external expectations related to the open-ended task. Students consulted the worked 

examples mainly when they felt the need for more clarification. For instance, Olivia reported: 

“when we were unsure about something while performing the task, we consulted the worked 

example.” These external expectations concerned both content-related expectations, for instance, 

Eva said: “two questions in the process worksheet were very similar to each other, and by 

analyzing the worked example, I could know what was actually intended”, and editorial 

requirements, such as lay-out, length, and formulation of the responses. However, Lucas was the 

only student who was less enthusiastic about the worked examples. On the one hand, he did not 

recognize the added value of some of the worked examples, because the examples “covered a 

different topic”, while on the other hand, he indicated to have trouble to retrieve documents on 

the learning platform, and, in this case, he was not inclined to seek and open the worked examples. 

In line with what the majority of the students reported, the teacher stated during the interview 

that the worked examples clarified the external expectations and requirements. As such, worked 

examples support the production of artifacts that meet high standards because students are aware 

of the task requirements. 

Regarding the process worksheets, the student interviews revealed that all students 

preferred this structure above a less structured task. In particular, students stated that the process 

worksheet contributed to their learning, as the different steps with sub-questions helped them to 

select main ideas and cluster the information. Charlotte putted it as follows: “About some 
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questions in the task I would not have written anything without the process worksheet. In my 

opinion, it was good that the process worksheets were there, otherwise the task might be less 

complete than the teacher would expect.” This view was echoed by Lucas who indicated that the 

process worksheet prevented the copying and pasting text from an existing source into the task, 

since the information needed to be carefully selected and clustered. From the interview with the 

teacher no information related to this part of the design conjecture was obtained. Nonetheless, 

process worksheets support the production of artifacts that meet high standards because students 

select and cluster main ideas in a structured way. 

Turning now to the explicit task of assessing the reliability of the sources, the majority of 

the students (n=7) reported during the interviews that they took into account the proposed 

criteria to scan their sources. For instance, both Olivia and Emma said that this helped them to get 

a better view on the reliability of the source when the retrieved information seemed not very 

plausible, which helped them to direct their attention to objective or reliable information. Also, 

the teacher mentioned during the interview that the students generally used reliable sources to 

build their knowledge. In sum, the task of assessing the reliability of sources supports the 

production of artifacts that meet high standards because students gather and process reliable 

information. These results support DC-PA-1 with confidence: The use of worked examples, and/or 

process worksheets, and/or the explicit task to assess the reliability of the sources can help students 

to produce artifacts that meet high standards. 

Summarize key ideas 

The enactment process aimed to accurately summarize the key ideas was not achieved. The 

groups compiled a leaflet based on their group document with the intention to reconsider and 

recapitulate the content once again. Although the teacher emphasized the added value of the 

summarization of key ideas during the interview, she was not completely satisfied with its 

elaboration: "I should have safeguarded the quality of the content of the leaflet better. For 

instance, sometimes supportive measures (to cope with a learning or developmental disability in 

a classroom) were given that had little to do with the students' field." 

Since this process was not enacted as was intended, we have insufficient data to comment 

on the plausibility of PC-PA-2: Summarizing key ideas can lead to cognitive outcomes, because 

students consolidate their knowledge. During the interviews, students particularly indicated that 

the leaflet will assist them to study for the exam, but they did not state that the creation of the 

leaflet helped them to, for instance, remember the content better. During the teacher interview, 

the teacher did not elaborate on the outcome of summarizing key ideas, as she was not satisfied 

with the enactment of this process. 
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A pre-structured summarizing task was intended to support students to accurately 

summarize the key information. Based on the student interviews, the majority of the students 

(n=8) perceived this task as an essential element that supported their learning, because this 

helped them to produce a clear overview of their own topic. As Sophie indicated: “When you are 

tackling an open-ended task for such a long time, you sometimes lose the overview. And now (by 

means of the summarizing task) you have an overall picture of the topic.” By way of contrast, two 

students indicated that the summarizing task did not contribute to their learning. For instance, 

Mia said: “this was redundant, because the same information of the task came back in the leaflet." 

Moreover, the student interviews revealed information about how the groups approached the 

creation of the leaflet. On the one hand, Esra reported that they did not spend a lot of time and 

effort to compile the leaflet, but copied and pasted the earlier retrieved information. On the other 

hand, Olivia argued: “while we summarized the retrieved information, we reconsidered whether 

everything was well formulated, or whether we should do something different.” During the 

teacher interview, the teacher concluded that the summarizing task itself does not guarantee the 

enactment of accurately summarizing key information. These findings provide no support for DC-

PA-2: the pre-structured summarizing task did not contribute to summarizing key ideas because it 

did not stimulate students to reconsider the content to extract and recapitulate the main points. 

Enactment processes: observable interactions 

Negotiation 

The process of negotiation during collaboration was sometimes achieved. The small groups first 

interacted with each other through an online forum, and later during a face-to-face meeting. All 

students indicated during the interviews that they jointly discussed about the information to 

compile the final group document. However, Eva indicated that she did most of the work alone 

because Charlotte was busy doing other things during the face-to-face moment, and Emma noted 

that she and Sophie often had similar opinions and therefore little negotiation. The teacher 

provided a similar picture during the interview. She noted that Eva and Charlotte quickly passed 

the task without negotiation, Sophie and Emma exchanged a lot but negotiated less, while the 

other two groups seemed to negotiate more about their opinions and ideas. Furthermore, the 

direct observation of students’ interaction during collaboration has illustrated that these two 

latter groups jointly constructed knowledge in a few occasions, while the interaction in all groups 

generally was limited to sharing and comparing information and ideas without treating each 

other’s opinion critically (Boelens & De Wever, submitted). 

The results suggest that PC-OI-1 is plausible: Negotiation during collaboration can lead to 

cognitive outcomes, because students have a more advanced comprehension of the content. Six 
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students indicated during the interviews that actively processing the content in small groups 

helped them to master the content better. In addition, the teacher commented during the 

interview that students processed the content more in depth because they did not share out 

different parts of the task and worked apart from each other, but were mutually engaged in task 

solutions.  

Four features of the course design were intended to foster negotiation: the pre-structured 

summarizing task, the individual idea generation task, the explicit task to assess the reliability of 

sources, and discursive practices that are characterized by collaboration, support, and easy access 

to each other’s expertise. Regarding the pre-structured summarizing task, it became clear during 

the student interviews that three groups jointly composed the leaflet, while in group 3 Eva 

composed the leaflet on her own. From the groups who jointly composed the leaflet, group 1 

commented that it was simply copy-pasting the information, while group 4 stated that this was a 

last check to jointly discuss about the content of the group task. Thus, the groups approached the 

summarizing task in a different way, which not always resulted in the process of negotiation. From 

the teacher interview no information related to this part of the design conjecture was obtained. In 

sum, the pre-structured summarizing task did not contribute to negotiation because it did not 

stimulate students to collectively reconsider their work and decide upon the most essential 

information. 

With respect to the individual idea generation task, the student interviews showed that all 

students perceived this approach advantageous for their learning. Olivia stated: “by means of the 

individual preparation, each student possessed the basic information before we started with the 

collaborative task”. Eight of the students indicated that this was a good starting point to compare 

and discuss about each other’s work. For instance, Sophie said: “it was interesting to compare our 

individual contributions, and to decide which information to include in the group task.” Moreover, 

Victor reported that “we had to underpin our answers in the individual preparation, and we 

automatically did this too during the group work.” In sum, student interviews revealed that this 

individual idea generation task helped them to share and compare their work, and served as a 

starting point for negotiation and jointly constructing knowledge. According to the teacher, this 

approach ensured that every student felt individual responsible for the group work and was 

prepared for the discussion, which led to a thoughtful discussion. In addition, she stated that the 

fact that there was a difference in nuance and new thinking exercises in the group task, ensured 

that it was not just copy-pasting information, and students were inclined to negotiate with each 

other. Therefore, the individual idea generation task caused negotiation because students 

discussed their individual ideas to reach consensus. 
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Turning to the explicit task to assess the reliability of the sources, whereas the majority of 

the students (n=7) indicated that they scanned their sources on reliability, none of the students 

stated that they used this as an argument in their discussion during the collaboration. In contrast, 

the teacher stated in the interview that she noted during the face-to-face conversations that 

students were very conscious of the reliability of their sources. In short, the task to assess the 

reliability of sources appeared to cause negotiation by providing an objective argument during 

collaboration. 

The last feature of the course design intended to foster negotiation was the emergence of 

discursive practices that are characterized by collaboration, support, and easy access to each 

other’s expertise. During the interviews with the students, both Victor and Esra argued that 

because they had a good relationship with the other group members, everyone shared his or her 

ideas and "you can more easily tell your opinion (Victor)". Moreover, for Lucas it was important 

to feel that he could rely on the support and expertise of the other group members, what enabled 

him to discuss and negotiate during collaboration. The interview with the teacher revealed that, 

in her opinion, the students were willing to invest time in the group work, resulting in qualitative 

dialogues during collaboration. Thus, discursive practices characterized by collaboration, 

support, and easy access to each other’s expertise did support negotiation because students were 

willing to share and probe ideas.  

To summarize, these findings only partly support DC-OI-1: an individual idea generation 

task, and/or a learning environment characterized by collaboration, support and easy access to each 

other’s expertise, can help students to engage in negotiation during collaboration. In addition, the 

results appear to support the conjecture that the explicit task to assess the reliability of the sources 

can help students to engage in negotiation, but data are limited. Finally, one part of the conjecture, 

a pre-structured summarizing task can help students to engage in negotiation, was not supported 

by the results. 

Pace aligning actions 

Students enacted successfully pace aligning actions during the open-ended task that was divided 

in eight parts with intermediate deadlines. The student interviews, teacher interview, and direct 

observations revealed that all students met the deadlines for the individual task, except Charlotte 

missed the first deadline to accomplish the first two steps of the individual task. Consequently, 

her group could not proceed with the group work. However, she had quickly caught up with her 

backlog so that the group did not run into problems to align their actions and meet the 

predetermined deadlines. Afterwards, all students and groups met all deadlines and everyone 

stayed in pace with each other.  
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The results show that PC-OI-2 is plausible: Pace aligning actions can result in student 

persistence, by reducing possible obstacles (e.g., bad time planning). During the student interviews, 

Esra said that "the guidance in the time has ensured that she successfully completed the open-

ended task". Moreover, Olivia reported that “it would be hard to have the discipline to start with 

the open-ended task on time”, and Charlotte indicated that she often postpone doing schoolwork, 

so “it was actually good that we had to submit a part of the project every week or every two weeks, 

and not all at once.” In addition, the teacher stated during the interview that if it would be difficult 

for the students to stay in pace with each other and meet the deadlines, then there would be a lot 

of resistance against the open-ended task, or even worse, students would dropout from the 

program. 

This enactment process was fostered by setting intermediate deadlines and frequently 

reminding students to upcoming deadlines and their learning progress. The student interviews 

revealed that all students were positive about the planning with intermediate deadlines. 

Moreover, seven students indicated that this was one of the success factors of the course design. 

The intermediate deadlines and reminders helped students to feel less insecure about the course 

planning (n=6) and empowered them to stay engaged during task execution (n=3). For instance, 

Lucas said: “This was fantastic, you know for sure that you are on track and you did not forget to 

post anything, it provides a secure feeling.” In addition, Sophie indicated that the motivation 

would not be that big without the intermediate deadlines, and Eva stated that “in this way, we 

produced step by step a nice final product”. Regarding the reminders sent by the teacher, the 

majority of the students (n=7) agreed that this was useful to know that a deadline is approaching 

or where they are situated in the learning process. However, three students (Emma, Sophie, Mia) 

did not feel the need for additional supervision provided by the teacher. Emma said: “on the one 

hand, I felt that this was redundant, however, on the other hand, it can be useful to receive a 

reminder when you still need to submit a task or to know where you are in the sequence of 

learning tasks”. The teacher indicated during the interview that it was good for the students to 

spread the work at a maximum, through intermediate deadlines and reminders. This ensured that 

it was feasible for them to stay in pace. These results provide support for DC-OI-2: Intermediate 

deadlines and reminders prompt students to align their pace with each other because it avoids 

procrastination and decreases concerns about the planning. 

Enactment processes: participant experiences 

Students experience a safe structure 

This enactment process was achieved. All students indicated during the interviews that the open-

ended task was very clear, had a good and detailed structure, and was well supervised by the 
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teacher. For instance, students stated that the open-ended task was clearly formulated (Emma) 

and explained (Eva), and expectations were clear (Mia). In the teacher’s opinion, students 

received sufficient supervision and the students experienced the clear structure underlying the 

open-ended task. 

The results indicate that PC-PE-1 is plausible, but with limited data: If students experience 

a safe structure this can result in student persistence by reducing insecurity and frustrations, and in 

positive motivational beliefs by feeling more empowered to tackle challenging tasks. Concerning the 

behavioral outcome, the student interviews revealed that the clear structure helped them to gain 

confidence in how to approach the task, to be sure they did not forget something, and to ensure 

that they did not start too late with the execution of the tasks (Lucas and Sophie). Also Victor 

stated that the clear structure and the step-by-step approach ensured that it seemed less work 

than when you have to do everything at once. He argued that the clear structure helps to prevent 

himself from panicking, procrastinating, and dropping out. The teacher said during the interview 

that she felt that the students really needed that structure to keep up and feel confident.  

With regard to the motivational outcomes, all students indicated during the interviews 

that they had no trouble motivating themselves for the open-ended task. Four students (Esra, 

Olivia, Sophie, Eva) indicated that the clear structure entailed a motivating element. For instance, 

Olivia stated that it helped her to keep track of her own progress: "The division in the separate 

steps gave a good feeling. Then you know, after this, we already completed step one and two. Yes, 

you see the result immediately.” As such, the clear structure ensures that students feel empowered 

to tackle the open-ended task, by ensuring that students are not overwhelmed and stay motivated. 

No information about this process conjecture was obtained from the teacher interview. 

Three features of the course design were intended to ensure that students experienced a 

safe structure: worked examples, process worksheets, and intermediate deadlines and reminders. 

Four students reported during the interviews that the worked examples were useful to get an 

overall picture of what you have to do (Sophie, Anna, Eva, Charlotte), and to estimate the workload 

or how much time the task will cost (Sophie). According to the teacher, worked examples were 

really useful, because students can look at them whenever they want to get a global view of the 

open-ended task. Briefly, worked examples enhance students’ experience of a safe structure by 

providing an overall picture of the task. 

Turning to the process worksheets, all students were satisfied about the structure this 

brought. Emma indicated that the clear guiding questions ensured that they sufficiently 

elaborated on the information and reported their sources. Next to this, Esra said: "It was good to 

see, for instance, that we are already at step three, or we have to take two more steps and then we 
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are done." Emma also indicated that the structure helped her to organize and plan her learning: "I 

personally prefer a task that is well-structured, because it is easier to arrange the work. For 

example, for those pieces that I had to make at home, I could easily divide the work, or say that 

I'm going to stop (after a certain step), and then I can easily start working on it (the next step) 

next time." From the teacher interview no information about this part of the design conjecture 

was obtained. In sum, process worksheets enhance students’ experience of a safe structure 

because they scaffold the search and learning process. 

Nine of the ten students explicitly argued during the interviews that the intermediate 

deadlines and especially the reminders felt good to know whether they are processing well, or they 

still have to do a lot of work. Victor said: "in this way, you are sure that you have not lost sight of 

certain tasks." During the interview, the teacher indicated that she had the impression that by 

regularly reminding the students (both face-to-face and online) of upcoming deadlines and their 

learning progress, students had a clear structure to fall back on. To summarize, intermediate 

deadlines and reminders enhance students’ experience of a safe structure by providing feasible 

steps to tackle open-ended tasks. These findings provide support for DC-PE-1: the use of worked 

examples, and/or process worksheets, and/or the provision of intermediate deadlines and reminders 

help students to experience a safe structure.  

Students experience autonomy 

The enactment process of students experiencing autonomy was achieved. The students had to 

perform specific learning activities in the online environment, and had an active role in acquiring 

and processing knowledge individually and in group. In eight of the interviews with students, it 

became clear that they experienced autonomy. They talked about the independence they 

perceived (Eva, Olivia), the opportunity to choose when to engage in the learning activities (Anna) 

and to work at your own pace (Sophie), the chance to showcase your own ideas and to present 

your work to each other (Victor, Emma, Lucas, Eva, Esra), and the opportunity to discuss in group 

about the content (Victor, Emma). Also the teacher indicated during the interview that students 

experienced autonomy.  

The findings indicate that PC-PE-2 is plausible: If students experience autonomy this can 

result in positive motivational beliefs, because student choice fosters intrinsic motivation. During the 

student interviews, seven students emphasized that this autonomy was satisfying and contributed 

to their motivation. In particular, students used the following concepts: fun, motivating, 

interesting, and pleasant. Also, the teacher indicated during the interview that, in her opinion, 

students experienced the autonomy positively, and find the open-ended task more pleasant and 

motivating than receiving all information during a lesson from a teacher or expert. 
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The fact that students were expected to take charge of their own learning processes was 

aimed to ensure that students experienced autonomy. The interviews with the students showed 

that the autonomy students experienced was mainly due to the fact that they had both the 

individual and the group responsibility to gather and process information, and to present their 

work to each other (Victor, Emma, Eva, Esra, Sophie, Lucas, Olivia). In addition, two students 

(Anna, Sophie) explicitly referred to the increased responsibility to take charge of their own 

learning process during the online part of the open-ended task. During the teacher interview, the 

teacher also stated that students took charge of their own learning processes by having an active 

role in processing the content and presenting their own work to their peers, and by having the 

responsibility (in the online part) to decide when, where, and how long to engage in the learning 

activities. These results provide support for DC-PE-2: students who are expected to take charge of 

their own learning will experience autonomy by taking responsibility and an active role in the 

process. 

Students experience a sense of community  

This enactment process was achieved, namely: students experienced a sense of community. The 

students were expected to work together in small groups, to present their work to each other, and 

to support each other during the presentations, while the teacher created a safe and supportive 

learning climate. During the majority of the student interviews (n=9), it became clear that 

students experienced a sense of community. For instance, students said that they perceived the 

collaboration as successful because all group members showed commitment and dedication 

(n=4), open communication was possible (n=3), everyone said honestly what they thought 

(Anna), and Esra emphasized that all group members had a close relationship with each other. In 

addition, Charlotte stated that everyone was very open to each other during the presentations. 

Regarding the role of the teacher, Charlotte and Eva indicated that the teacher showed her 

commitment to bring the open-ended task to a good end. Regarding the observations, indications 

were found that students were experiencing a sense of a community. For instance, students asked 

each other for advice, they communicated immediately when there were ambiguities, and also for 

general issues regarding the teacher training program they consulted (the advice of) the teacher. 

The results indicated that PC-PE-3 is plausible, but with limited data: If students experience 

a sense of community, this can lead to student persistence because it reduces obstacles and 

insecurities, and increases positive motivational beliefs because students want to contribute to the 

group. With respect to student persistence, Sophie said that she would not be sure if she would be 

up for completing the open-ended task when she would have to do it by herself, as it is a lot of 

work. In addition, Lucas reported that this process gave him a more secure feeling by sharing each 
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other’s ideas about how the task should be tackled. From the interview with the teacher no 

information related to this part of the process conjecture could be obtained. Regarding 

motivational outcomes, students argued that both the supportive relationship with the teacher 

(Eva and Charlotte), and the feeling of belonging and open communication in a small group 

(Sophie, Mia, Lucas) had a positive effect on their motivation. The teacher also stated that 

immediate positive feedback and quickly responding to students’ questions motivates them.  

Two features of the course design were intended to establish a sense of community: 

intermediate deadlines and reminders, and discursive practices characterized by collaboration, 

support, and easy access to each other’s expertise. First, two students explicitly indicated that 

because the teacher provided intermediate deadlines and sent frequent reminders and offered them 

help, this gave them the feeling that the teacher was committed and willing to help when they 

experienced problems. Charlotte putted it as follows: “in this way the teacher showed that she 

wants to stimulate and support us [to bring the open-ended task to a good end].” From the 

interview with the teacher no information related to this part of the design conjecture was 

obtained. Still, intermediate deadlines and reminders prompt the experience of a sense of 

community because of the commitment and the proximity of the teacher. 

Second, regarding the discursive practices that are characterized by collaboration, support, 

and easy access to each other’s expertise, all students indicated that the teacher was easily 

accessible, both online and face-to-face, and quickly replied on their questions, concerns and 

frustrations. Five students explicitly stated that the teacher was one of the success factors of the 

course design, as she provided them with a lot of support and motivation (Anna, Sophie, Olivia, 

Eva, Charlotte). Next to this, students also supported each other during the project. For instance, 

all students experienced the collaboration as very positively. They reported that there was open 

communication, everyone showed commitment, they complemented each other and learned a lot 

from each other. The teacher also argued during the interview that when students encounter 

difficulties, she tries to respond to that. In this way, she shows that she wants to help them and 

pays attention to their problems, which is important to create a sense of community and 

belonging. In short, discursive practices characterized by collaboration, support, and easy access 

to each other’s expertise support the experience of a sense of community because the students 

and teacher showed commitment toward each other. These results support DC-PE-3: the provision 

of intermediate deadlines and reminders and/or an environment that is characterized by 

collaboration, support, and easy access to each other’s expertise will prompt students to experience 

a sense of community. 
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Discussion 

Reflections on the findings 

This study focused on salient design features of a teacher education course that aimed to foster 

hands-on adults’ learning in an open-ended task. Conjecture mapping was used to explore if, how, 

and why the course design supported learners. While we also examined the influence of the 

enactment processes on the learning outcomes (i.e., process conjectures), the primary aim of the 

present study was to investigate the influence of course design features on specific enactment 

processes (i.e., design conjectures). Findings revealed that almost all of the proposed design 

features stimulated the hands-on adult learners toward the intended enactment processes, which 

in turn yielded the intended outcomes. However, the results show that there is still room for 

improvement with regard to two of the seven enactment processes, namely: summarizing key 

ideas and negotiating. Therefore, Figure 3 shows the retrospective theory of action (i.e., conjecture 

map), which underpinned this course and could be used as a basis for shaping other courses 

aiming to support hands-on adult learners in open-ended tasks. Thereafter, we discuss possible 

explanations for the findings related to summarizing key ideas and negotiating, and propose 

alternative design features, accordingly. 



 

 

 

Figure 3. Retrospective conjecture map for supporting hands‐on adult learners in open‐ended tasks.
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Regarding the first enactment process, summarizing key ideas, the results show that the pre-

structured summarizing task, in its current form, did not help students to accurately summarize 

key ideas. In particular, the findings suggest that in some cases, this task leads to copying and 

pasting information instead of actively processing the content to extract the main points. A 

possible explanation for this might be that students do not possess effective or sufficient 

summarizing strategies to accurately summarize the key ideas based on a written text. As such, 

students might benefit from deliberate practice exercises in which they, for instance, learn to use 

their own words to summarize the material (King, 1992), which might empower them to more 

accurately summarize key ideas. In addition, the teacher can provide additional support in the 

way of formative feedback, after which students can modify their summarizing strategies to elicit 

more accurately summarizing key ideas (Hattie & Timperley, 2007). Another explanation could 

be that the summarizing task was too structured and did not provoke active processing of the 

content. In future attempts to improve the design, the summarizing task could be adapted, for 

instance by prompting students to focus more on keywords to ensure that students actively 

reconsider and process the content (De Bruin, Thiede, Camp, & Redford, 2011), which can lead to 

more accurate summarizing practices. 

Concerning the second enactment process, negotiation during collaboration, the results 

show that this process was partly achieved, meaning that student interaction was mainly 

restricted to sharing and comparing information, and only two (of the four) groups sometimes 

jointly negotiated about the content and co-constructed knowledge. Findings related to the pre-

structured summarizing task indicate that students did not always perform this task collectively, 

nor did the task encourage students to discuss the relevance of the information. While the other 

three design features (i.e., individual idea generation task, the explicit task to assess the reliability 

of sources, and a learning environment characterized by collaboration, support, and easy access 

to each other’s expertise) seemed to prompt interaction, they were insufficient to obtain the 

intended process of negotiation. This result is likely related to the fact that most of the students 

were unfamiliar with (computer-supported) collaborative learning in an open-ended task. 

Consequently, more practice moments may be needed to familiarize them with how they can 

effectively negotiate with each other to construct knowledge. Another possible explanation might 

be that students are not naturally inclined to construct new knowledge through negotiation, as 

shown by previous research in vocational education settings (Hämäläinen & Oksanen, 2012). 

Further work should be undertaken to support the likely tradeoff decision concerning additional 

practice moments (if they are sufficient to elicit more negotiation), versus adding a different 

design feature (which might entail the risk of over-scripting collaborative learning; see 

Dillenbourg, 2002). 
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Reflections on the methods and suggestions for further research 

A first consideration of the methods used concerns the fact that, although the whole class group 

participated in the study, the sample size was rather small (i.e., 1 teacher and 10 students). 

However, the aim of this study was in the first place to gather in-depth information about how the 

design worked in this type of context, and small-scale case studies are certainly appealing to 

achieve this aim (Boddy, 2016). Further, the triangulation of data sources made it possible to 

substantiate the results by examining the conjectures from different angles. In most of the cases, 

the data sources strengthened each other’s findings, while in some cases this unraveled (small) 

variations between students. Now that this study has provided detailed explanations for why the 

design features contributed to the enactment processes and the learning outcomes, future 

research should explore their adaptation tolerance by studying variation in results with different 

manifestations of these features.  

In line with this, the second consideration is that the course design articulated in this study 

was enacted in only one context: a teacher training program for adult learners who are 

transitioning from vocational and technical careers to secondary level teachers in their field. 

Although a single case can be highly instructive (Boddy, 2016), this also places limitations on the 

generalizability of the designed solution. However, the generalizability should not be restricted to 

only this particular context. On the contrary, we believe that these insights are valuable for 

teachers, educational designers, and researchers working in similar contexts where (formal) adult 

education programs involve students with prior craft knowledge. Replicating this type of study in 

different contexts could shed light on the generalizability of the design framework, while also 

providing deeper insight into how other student groups cope with open-ended tasks that embody 

these design features.  

Third, by presenting a case of conjecture mapping, we were able to articulate a 

theoretically-grounded course design and to empirically test the design conjectures. In this way, 

this study addressed the current need for educational design research to more clearly articulate 

its core (pedagogical) building blocks (Graham, Henrie, & Gibbons, 2014). However, further 

research is needed to move beyond plausibility testing of the process conjectures, to ascertain if 

the outcomes were indeed caused by the proposed mechanisms, or if other mechanisms better 

explain them.  

Implications 

The results of the current study hold several important implications. First, the validated design 

framework can assist those who aim to implement open-ended tasks in similar contexts. The 

framework could be used as a whole, but also provides multiple entry points and thus flexibility 
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of use. For instance, course developers may choose to design open-ended tasks that include the 

specific supportive features that are shown here to be important for students’ learning processes 

and outcomes (e.g., individual idea generation task, worked examples). Alternatively, developers 

may consider the specific enactment processes they aim to engender, and implement the 

corresponding design features (e.g., stimulate a safe structure by implementing intermediate 

deadlines and reminders, and process worksheets). Additionally, developers focusing on student 

outcomes (e.g., student persistence), could direct their attention toward specific enactment 

processes related to that outcome (e.g., pace aligning actions) and the associated design features 

(e.g., intermediate deadlines and reminders). As such, the design solution proposed in this study 

provides guidelines, though no certainties, to develop open-ended tasks aiming to achieve 

cognitive, behavioral, and affective outcomes in an educational context with hands-on adult 

learners (Edelson, 2006). 

Second, the findings contribute to theoretical understanding by identifying and testing 

how and why the salient course design features are related to enactment processes and learning 

outcomes in a context with hands-on adult learners (Whetten, 1989). To a great extent, the 

findings in this study confirm the existing theories described in relation to the individual design 

and process conjectures (e.g., worked examples support the production of artifacts that meet high 

standards). Moreover, by bringing these ideas together in a carefully aligned set of design and 

process conjectures, not only a design framework, but also as a theoretical framework is created. 

This theoretical framework describes, explains, and predicts how key design features can support 

the execution of and learning from open-ended tasks by hands-on adult learners. Given that the 

intended outcomes were obtained in this study (i.e., students achieved the learning objectives, 

persisted during the course, and held positive motivational beliefs), it seems warranted to 

recommend for further elaboration and critique of this framework (e.g., by others). 

Third, what stands out in our results is that all learning outcomes were achieved by a 

combination of multiple enactment processes. This also implies that most of the design features 

indirectly lead to more than one learning outcome. For instance, while in the literature worked 

examples and process worksheets mainly stem from a cognitivist perspective and benefits are 

described in terms of performance and efficiency (see e.g., Nadolski, Kirschner, & van 

Merriënboer, 2006), these design features also seem to contribute to behavioral and affective 

outcomes through the process students experience a safe structure. This finding highlights the 

added value of looking at an educational intervention from a holistic perspective, and 

acknowledging the most important components (i.e., design features, mediating processes) to see 

how they function and interact with each other to achieve the learning outcomes (Sandoval, 

2014). 
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Closing remarks 

This study was undertaken to better understand how to support lifelong learners as they respond 

to the changing needs of their working lives. Specifically, a course was designed for professionals 

transitioning from vocational careers into the role of teaching at vocational education institutions. 

For this kind of hands-on adult learners, the study showed for instance that worked examples not 

only engender the production of artifacts that meet high standards because they clarify the task 

requirements, but also foster a safe structure by providing an overall picture of the task. In 

addition, deadlines and reminders support pace aligning actions by taking away concerns about 

the planning, as well as stimulate a sense of community because of the commitment and proximity 

of the teacher. Finally, discursive practices characterized by collaboration, support, and easy 

access to each other’s expertise foster negotiation by feeling a shared responsibility to share ideas, 

and contributing to a sense of community as the students and the teacher show commitment 

toward each other. These individual findings, as well as the revised conjecture map as a whole, 

constitute modest yet important steps towards understanding how to support hands-on adult 

learners to accomplish open-ended tasks.  
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Appendix A. Students’ background information 

Name Sex Age 

Diploma 

VS=Vocational 

secondary 

TS=Technical 

secondary 

Group 
Pre-course perceptions related to 

open-ended tasks 

Victor M 33 VS-painter and 

decoration 

1 He has no experience with open-

ended task, and feels therefore 

somewhat uncomfortable and 

insecure. He prefers to have weekly 

face-to-face meetings in which the 

teacher explains the content, because 

he thinks it would be difficult to 

combine online learning activities 

with his family responsibilities 

Lucas M 39 No senior 

secondary 

education degree, 

completed junior VS 

(to age 16)-welding 

metals 

1 He indicates that starting, and also 

completing, every learning activity 

that requires a certain amount of 

autonomy is a big step for him 

Esra F 23 VS-hairdressing 1 She has positive perceptions about 

open-ended tasks in which students 

have to take an active role in their 

learning process, as this can be done 

at her own pace, and she can choose 

how much time to spend on the task 

Emma F 24 VS-beauty care 2 She reports that she can easily deal 

with tasks that require a certain 

amount of responsibility and 

autonomy 

Sophie F 21 VS-hairdressing 2 She prefers to get everything 

explained by the teacher 

Eva F 23 TS+adult education-

beauty care and 

pedicure 

3 She indicates that she has no 

problems with processing certain 

content independently 

Charlotte F 21 TS-beauty care 3 She indicates that the risk of a high 

amount of autonomy is that she might 

procrastinate her school work. She 

needs someone who motivates and 

encourages her to perform the tasks in 

time 
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Anna F 26 TS-beauty care 4 She reports positive experiences with 

open-ended tasks: when you have to 

search for information by yourself, 

you understand the content better 

Mia F 34 TS-beauty care 4 She reports rather negative 

experiences: “if I have to work 

independently, I easily put these 

things aside. It is hard to combine with 

my job” 

Olivia F 27 VS-hairdressing 4 She has no experience with open-

ended task. Although she is afraid to 

fail because she has a lot of work and 

tasks in the program, she thinks she 

can handle it 

Note. F = female; M = male 
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